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 External cognition :  how do graphical representations
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 Advances in graphical technology have now made it possible for us to interact with
 information in innovative ways ,  most notably by exploring multimedia environments
 and by manipulating three-dimensional virtual worlds .  Many benefits have been
 claimed for this new kind of interactivity ,  a general assumption being that learning
 and cognitive processing are facilitated .  We point out ,  however ,  that little is known
 about the cognitive value of  any  graphical representations ,  be they good old-
 fashioned (e . g .  diagrams) or more advanced (e . g .  animations ,  multimedia ,  virtual
 reality) .  In our paper ,  we critique the disparate literature on graphical representa-
 tions ,  focusing on four representative studies .  Our analysis reveals a fragmented and
 poorly understood account of how graphical representations work ,  exposing a
 number of assumptions and fallacies .  As an alternative we propose a new agenda for
 graphical representation research .  This builds on the nascent theoretical approach
 within cognitive science that analyses the role played by external representations in
 relation to internal mental ones .  We outline some of the central properties of this
 relationship that are necessary for the processing of graphical representations .
 Finally ,  we consider how this analysis can inform the selection and design of both
 traditional and advanced forms of graphical technology .

 ÷  1996 Academic Press Limited

 The Speaker ,  Betty Boothroyd ,  rebuked an M . P .  for using a cardboard diagram in
 the Commons to explain overseas aid figures .  She said ‘‘I have always believed that
 all Members of this House should be suf ficiently articulate to express what they want
 to say without diagrams . ’’ (Guardian ,  7 December 1994)

 1 .  Introduction

 Virtual reality and visualization , †  as means of representing and interacting with
 information ,  are very much at the forefront of technological development .  An
 overriding intuition is that much can be gained computationally from interacting
 with virtual reality simulations or visualizing from three-dimensional dynamic
 images (Fairchild ,  Serra ,  Hern ,  Hai & Leong ,  1993) .  Many benefits for industrial
 and educational applications have been claimed ,  such as powerful visualization tools
 for designers ,  architects and chemists (e . g .  Rheingold ,  1991 ;  Earnshaw & Watson ,
 1993) .  However this is merely the latest in a long line of assumptions about graphical
 technological advancements ,  each claiming better ways of facilitating cognitive tasks .
 These include the ideas that :

 †  The term visualization is defined as ‘‘mechanisms by which humans perceive ,  interpret ,  use and
 communicate visual information’’ (McCormick ,  DeFanti & Brown 1987) .
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 $  static pictures and diagrams are better than sentential representations †
 $  three-dimensional representations are better than two-dimensional ones
 $  solid modelling is better than wire-frame modelling
 $  colour is better than black and white images
 $  animated diagrams are more ef fective than static images
 $  interactive graphics are better than non-interactive graphics
 $  virtual reality is better than animation .

 Such generalizations about the benefits of advanced graphical technologies over
 good old fashioned representations ,  however ,  beg the question of what is actually
 gained cognitively from having more explicit ,  dynamic and interactive representa-
 tions of information .  Why ,  for example ,  should an animated diagram that changes in
 response to user interaction be more ef fective at facilitating problem-solving than
 static diagrams? Why not the other way round ,  where static diagrams are more
 ef fective than animations or non-interactive graphics are better than interactive
 graphics and so on? Given this uncertainty ,  how can researchers and designers
 decide whether to take on board the immense cost and ef fort to develop a virutal
 reality appliction ,  for example ,  when a static diagram might be more ef fective for the
 task in hand?

 The value of dif ferent graphical representations , ‡  be they good old-fashioned or
 technologically-advanced ,  cannot be assessed adequately from our intuitions .  To be
 ef fective a number of interdependent factors need to be considered ,  such as the level
 of experience with the graphical representation ,  the knowledge domain and the type
 of task .  Whilst there have been numerous empirical studies investigating dif ferent
 aspects of graphical representations there has been little attempt to integrate the
 findings into an analytic framework .  What is needed ,  therefore ,  is a more systematic
 approach for evaluating the merits of dif ferent kinds of graphical representations ,
 one that is theoretically-driven and which accounts for the cognitive processing when
 people interact with them .  Without such an approach we have no principled way of
 either making sense of the vast empirical literature on the benefits of graphical
 representations or of making predictions about the value of new forms ,  such as
 animation and virtual reality .

 The current state of understanding is not encouraging .  Most of the theoretically-
 based research on the role of external representations in cognitive science has been
 concerned with how we learn to read ,  write and understand written text .  For
 graphical representations there is an obvious imbalance in terms of the work that
 has been done .  On the one hand their value in helping to understand tasks / concepts
 presented verbally is well-documented but on the other there is no evidence of a
 detailed theory that explains this ,  e . g .  ‘‘The literature is overflowing with work
 investigating the facilitative ef fects of pictures on text comprehension .  And yet ,  no
 one has a clear idea of the cognitive processes underlying these ef fects’’ (Glenberg &
 Langston ,  1992 :  p .  129) .  In fact the quote applies equally to any learning or
 problem-solving situation utilizing graphical representations whether text-
 comprehension is significantly involved or not .

 †  Epitomized by the widely-used proverb ,  ‘‘a picture is worth a thousand words’’ .
 ‡  Graphical representations include diagrams ,  maps ,  plans ,  animations and virtual reality and are

 distinct from propositional / sentential representations and formal notation (cf .  Larkin & Simon ,  1987) .
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 Part of the problem may stem from the large variation in graphical representa-
 tional forms ,  associated with a correspondingly wide range of functions .  Past
 research spans a wide area from map design to technical illustration to the value of
 pictures for children learning science ,  with a me ́  lange of methodologies ,  explanatory
 frameworks and mechanisms .  Recent reviews are consistent in pointing out the lack
 of integration in the field .  The problems here are severe for any attempt to provide
 an overall picture .  For example ,  as Molitor ,  Ballstaedt and Mandl (1989) point out ,
 a large number of studies have been concerned with the manipulation of task
 variables within highly-specific situations ,  reporting mainly on the success or failure
 of graphical representations to af fect performance .  As Winn (1993) notes ,  it is even
 dif ficult to make (practical) generalizations within this ‘‘kind’’ of study ,  precisely
 because of their idiosyncrasies .  In addition dif ferent authors have frequently
 ploughed their own furrow and have been highly selective in assimilating what other
 researchers have done .  What has largely been absent ,  therefore ,  has been any
 attempt to explain how these experimental ef fects are produced psychologically ,
 frequently ignoring recent work in cognitive science .  Molitor  et al .  (1989 :  p .  27)
 comment that much of the empirical work on graphical representation has been
 ‘‘ .  .  .  usually formulated into  ad hoc  questions ,  and (is) not grounded in a cognitive
 processing theory’’ .

 Why is there a lack of a suitable ,  explicit processing model? One reason may be
 that the form of graphical representation does not lend itself to systematic
 computational analyses .  The theoretical frameworks and formal notations that have
 been developed for analysing verbal language are not applicable to the syntactically-
 and semantically-dense properties of graphical representations (Goodman ,  1968) .
 Another reason ,  as we argue later ,  may be that there seems to be pervasive (and
 possibly unwarranted) assumption that graphical representations must work in a
 certain way because of their figural nature .  Thus many studies are almost
 ‘‘black-box’’ in their approach to psychological mechanisms .  Some ,  however ,  have
 attempted to look systematically at the ef fective perceptual features of graphical
 representations .  For example Winn (1993) analysed diagrams in terms of a model of
 visual search ,  focusing on strategies for extracting information .  His analysis identifies
 the importance of external features such as the spatial distribution and dis-
 criminability of elements of the diagram .  He also points to important cognitive
 processes such as knowledge of content and symbol conventions in the reading
 process .  Winn points to a lack of graphical representation-specific research on search
 strategies but we would emphasize equally the paucity of work on determining how
 graphical representations are themselves represented and how this interacts with the
 kinds of high-level cognitive processes ,  such as applying knowledge of content ,  that
 Winn rightly emphasizes .

 We argue that an alternative approach is needed to understanding graphical
 representations :  we need to ask what is the nature of the relationship between
 graphical representations and internal representations and to consider how graphical
 representations are used when learning ,  solving problems and making inferences .
 Such an enterprise means working towards a detailed description of cognitive
 mechanisms .  In this respect we would point to the kind of account of fered by
 theorists such as Larkin and Simon (1987) and Koedinger and Anderson (1990) .
 These of fer a model of diagram use which explicitly presents the main elements of a
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 theoretical account ,  viz .  a statement of (i) the properties of the graphical
 representation ;  (ii) the way that these properties may be represented internally and
 (iii) computational processes that mediate between the two .  These models thus
 demonstrate the kind of systematic approach to graphical representation we are
 advocating .  However ,  we would also argue that focusing primarily on internal
 representations ,  as these models do ,  is not enough—it misses out much of the
 cognitive processing that goes on when interacting with graphical representations
 and ,  hence ,  a useful account of their value .  These models ,  thus do not match a
 second desideratum :  an account which analyses more fully the interplay between
 internal and external when carrying out a cognitive task .

 1 . 1 .  INTERNAL AND EXTERNAL REPRESENTATIONS

 Within cognitive science ,  in general ,  there has been a move towards promoting the
 need to analyse the interaction between internal and external representations .  In a
 special issue on situated action in the journal of Cognitive Science ,  Vera and Simon
 (1993) stress that ,  ‘‘A fundamental problem for cognitive modellers is to interleave
 internal and external states in order to achieve naturalistic behaviour’’ (p .  12) .
 Norman (1988 ,  1993) has for several years been describing cognition in terms of
 ‘‘knowledge in the head’’ and ‘‘knowledge in the world’’ .  Larkin (1989) has also
 shifted her thinking from Larkin and Simon’s (1987) earlier computational model of
 diagram use—that focused primarily on internal representations—to considering the
 role played by external displays in cognitive problem-solving .  Others ,  like Cox and
 Brna (in press) have been examining specifically the cognitive ef fects of external
 representations in reasoning tasks .  External representations ,  here ,  may refer to both
 linguistic and graphical forms .

 What we see emerging from this trend—to broaden and situate the base from
 which to explain cognitive behaviour—is external representations being given a
 more central functional role in relation to internal cognitive mechanisms .  This is a
 substantial step away from traditional cognitive modelling and ,  significantly ,  an
 important theoretical advancement ,  that potentially allows us to account more
 adequately for how graphical representations work .  Thus instead of trying to adapt
 internally-based processing models of cognition we can begin to specify characteris-
 tics of the internal / external relationship in the cognitive processing of graphical
 representations .  The value of this is to focus our attention more on the  cogniti y  e
 processing  involved when interacting with graphical representations ,  the  properties
 of the internal and external structures  and the  cogniti y  e benefits  of dif ferent graphical
 representations .  In addition to enabling us to develop more appropriate cognitive
 models ,  we believe that his new perspective—which we have coined  external
 cognition —allows us to begin to assess more ef fectively how technological innova-
 tion in graphical representations should be approached .

 In our examination of the emerging literature on internal / external representations
 we have abstracted three central characteristics which we consider as a useful
 analytic framework from which to explain aspects of external cognition .  These are
 computational of floading , representation  and  graphical constraining .
 (i)  Computational of floading .  This refers to the extent to which dif ferential external
 representations reduce the amount of cognitive ef fort required to solve information-
 ally equivalent problems .  For example ,  Larkin and Simon (1987) point to the
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 greater ef ficiency in geometry problem-solving for diagrams over sentential forms
 through their ability to provide direct perceptual recognition of geometric relations .
 Explicitly representing the problem state in diagrams in this way enables solutions to
 be more readily ‘‘read-of f’’ .  In contrast ,  solutions for the same problems represented
 as sentential descriptions typically are implicit and so have to be mentally
 formulated .  This requires a greater computational ef fort .
 (ii)  Re - representation .  This refers to how dif ferent external representations ,  that
 have the same abstract structure ,  make problem-solving easier or more dif ficult .  For
 example ,  Zhang and Norman (1994) describe carrying out the same multiplication
 task using roman or arabic numerals .  Both represent the same formal structure ,  but
 the former is much harder for people ,  used to working with the decimal system ,  to
 manipulate to reach the solution (e . g .  LXVII  3  X is much more dif ficult to solve
 than 68  3  10) .
 (iii)  Graphical constraining .  This refers to the way graphical elements in a graphical
 representation are able to constrain the kinds of inferences that can be made about
 the underlying represented world .  This characterization is a term developed in
 recent work on the value of diagrams for solving formal logic problems by Stenning
 and colleagues (e . g .  Stenning & Oberlander ,  1995 ;  Stenning & Tobin ,  in press) .  A
 central idea is that the relations between graphical elements in a graphical
 representation are able to map onto the relations between the features of a problem
 space in such a way that they restrict (or enforce) the kinds of interpretations that
 can be made .  The closer the coupling between the elements in the visual display and
 the represented world ,  the more tractable the inferencing .  Although the charac-
 terizations might appear to overlap ,  we see them more as complementary ;
 computational of floading highlights the cognitive benefits of graphical representa-
 tions ,  re-representation relates to their structural properties and graphical constrain-
 ing to possible processing mechanisms .  In the paper we show how these charac-
 terizations can be employed to begin to assess how graphical representations work .

 1 . 2 .  AIMS OF THE PAPER

 A main aim of this paper is to take stock and examine why our theoretical
 understanding of graphical representations is so impoverished ,  especially given the
 vast body of empirical literature .  Following this ,  we consider how we might begin to
 redress the situation through analysing interactivity ,  building on the above
 internal / external characterizations for dif ferent cognitive activities and graphical
 representations .

 In attempting to do so ,  we wish to clarify three theoretical issues :  (i) the
 erroneous equivalence of external and internal structure ,  particularly where it
 justifies an implicit processing model ;  (ii) to identify existing ,  explicit processing
 models which are of the right type although they do not go far enough in the
 direction we want and (iii) to clarify the concept of external cognition as referring to
 the totality of the relationship between external representation ,  internal representa-
 tion and their interaction (processing) .

 We focus our analysis on two main classes of graphical representations which span
 traditional and developing technologies :  (i) static diagrams and other illustrations
 that have a role as adjuncts to text (or oral language) and (ii) animations .  We then
 extend the lessons of the analysis to (iii) the area of virtual reality .  Thus the
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 purposes of our analysis are both to outline the relevant theoretical questions that
 need to be considered in understanding graphical representation applications and to
 suggest how they might apply to the design of innovative graphical technologies .

 Before we move on to our analysis ,  however ,  we need to address potential sources
 of misunderstanding by considering the referential scope of key terms in our
 discussion .

 2 .  A note on representation , static diagrams , animation and virtual
 reality

 The term ‘‘representation’’ has a variety of dif ferent meanings ,  depending on the
 context .  A common distinction is between representation as process ,  and represen-
 tation as product ,  as the outcome of this process .  Process concerns the transforma-
 tions and preservations that occur in deriving the representation from what is being
 represented .  Description of product is typically concerned with structural charac-
 terizations of the representation ,  for example as image-like ,  mental model or
 propositional .  Confusion might arise since the two senses ,  process and product ,  may
 be used interchangeably .  In fact the two cannot always be easily separated ,  since
 characterization of structural properties is usually related to a particular processing
 model .  Here we shall discuss representation in both senses .

 The classes of static diagrams and animations are considered distinctive ,  in so far
 as they have been identified as having dif ferent characteristics in the literature .  It is
 acknowledged ,  however ,  that there is likely to be some overlap between what
 constitutes a diagram and an animation ,  expecially for displays that are comprised of
 both static and animated components .  There are many dif ferent exemplars of
 diagrams and no single accepted taxonomy that can be conveniently employed to
 describe them ,  although there is good evidence emerging for stable classification
 strategies (Lohse ,  Walker ,  Biolsi & Rueter ,  1991 ;  Cox & Brna ,  1993) .  There may ,  in
 fact ,  not be a single ,  critical feature for the term ‘‘diagram’’ .  Some authors seek to
 draw a distinction between representations like graphs ,  describing quantatitive data
 in two dimensions ,  and other ,  less-constrained types .  We would probably subscribe
 to that view but it is not crucial for us here .  We would rather adopt a position
 similar to that of Winn (1987 :  p .  153) who treats diagrams as representations with
 the function of being ‘‘ .  .  .  to describe whole processes and structures ,  often at levels
 of great complexity’’ .

 Animations are equally dif ficult to define and ,  again ,  there is ,  as yet ,  no single
 theoretically- or even empirically-grounded classification scheme available .
 Animations—be they computer ,  film ,  video or other media-based—dif fer from static
 diagrams in presenting a series of rapidly changing static displays ,  giving the illusion
 of temporal and spatial movement .  This can be achieved through a range of
 techniques .  For example ,  in ‘‘multi-dimensional’’ animation ,  interdependent objects
 appear to move in relation to each other ;  in ‘‘partial’’ animation certain parts of a
 display move whilst the rest of the display remains static ;  in ‘‘artificial’’ animation ,
 implicit movement is made explicit or processes normally invisible to the eye are
 made visible .  While not an exhaustive classification ,  we can see the diversity of
 animation ‘‘types’’ .

 The third class of graphical representations that we examine is virtual reality or
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 virtual environments .  These are computer-generated graphical simulations ,  intended
 to create ‘‘the illusion of participation in a synthetic environment rather than
 external observation of such an environment’’ (Gigante ,  1993 :  p .  3) .  Images are
 displayed stereoscopically to the user ,  via a head-mounted display .  Objects within
 this field of vision can be interacted with via a dataglove or other input device ,  use
 of a virtual reality headset can change the field of vision in the virtual world and
 users can ‘‘fly’’ around the virtual world through gesturing .  A major motivation for
 virtual reality systems is to enable people to become ‘‘immersed in the experience’’
 of interacting with external representations (Kalawsky ,  1993) .  However this is
 dif ficult to operationalize (Sheridan ,  1992) and there is no taxonomy of types of
 virtual reality immersion .  Most virtual reality classifications are based on the types
 of graphical techniques used for rendering three-dimensional objects and in terms of
 applications that may benefit from being represented in virtual reality (Kalawsky ,
 1993) .

 3 .  Empirical work on graphical representations involving diagrams
 and animations

 Having set out some desiderata for a study of graphical representations we will now
 try to make our ideas more concrete .  Rather than attempt a global review ,  we shall
 concentrate on a small number of influential studies to draw out some general issues
 pertinent to our aim of assessing the pros and cons of dif ferent kinds of display .  We
 shall examine two studies that concern the use of static diagrams and two that have
 investigated animated displays .  These have been chosen as examples which have
 clear aims to show how graphical representations might work and what processes are
 involved .  We shall adopt the format of first describing the findings and then of fering
 a critique before making some general comments on the theoretical issues that
 surround graphical representation research .

 3 . 1 .  RESEARCH ON STATIC DIAGRAMS

 Work on static diagrams represents a considerable corpus of research from which it
 is hard to make generalisations .  Winn (1987) ,  reviewing the field ,  notes that there is
 an interaction between (at least) ability level ,  diagram format and task type to be
 considered in drawing conclusions across studies .  We shall consider here two studies
 that have looked at the value of diagrams for problem-solving :  Larkin and Simon’s
 (1987) study of physics and geometry problems and Bauer and Johnson-Laird’s
 (1993) study of logic problems .

 Larkin and Simon (1987) analysed examples taken from classic physics (pulleys
 and weights) and geometry (theorem proving) textbooks .  Their aim was to develop
 computational models that allowed a contrast between processing of ‘‘sentential’’
 and ‘‘diagrammatic’’ representations which contained the same information about
 the problem .  In the first case elements appear in a single sequence ,  while in the
 second they are indexed by their location in two-space .  Their theoretical anslysis
 suggests that a diagram ‘‘preserves explicitly the information about the topological
 and geometric relations among the components of the problem ,  while the sentential
 representation does not’’ (p .  66) .

 The approach taken by Larkin and Simon provides an explicit formalism .  The
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 elements of their system are (i) data structures that represent the problem to be
 solved (ii) productions that contain knowledge of the laws of the domain (the
 ‘‘program’’) and (iii) an attention manager .  They propose that a diagrammatic data
 structure may dif fer markedly from an informationally-equivalent sentential one
 through af fording the possibilities of easier search .  For example ,  similar attributes
 may be clustered at the same spatial location making it easier to recognize them .

 Diagrams ,  therefore ,  provide simultaneous information about the location of
 components in a form that enables objects and their relations to be easily tracked
 and maintained .  This greatly reduces the need to search and recognize .  In contrast ,
 sentential representations of the same problem can not provide the same external
 memory cues .  Solving certain kinds of problems using sentential representations
 thus incurs a much greater computational load ,  particularly to keep track of how the
 solution is progressing .  Moreover ,  much of the necessary information to derive a
 solution is not available from the sentential descriptions and so has to be formulated
 explicitly .  Hence ,  far more has to be computed mentally to determine possible states
 and their consequences ,  than when carrying out the same tasks using problem
 diagrams such as the one shown in Figure 1 .

 In describing their model ,  Larkin and Simon (1987) noted that there was one
 respect in which diagrams could not be supposed to have an intrinsic advantage—
 inference-making .  They observed that when data structures are informationally
 equivalent ‘‘Inference is largely independent of representation  .  .  ’’ (p .  71) .  Bauer
 and Johnson-Laird (1993) ,  however ,  postulated that for certain kinds of problems ,
 diagrams should help reasoning ,  a claim based on Johnson-Laird’s (1983) model
 theory of deductive reasoning .  They investigated the role of external representa-
 tions ,  in the form of schematic diagrams ,  on the solving of deductive reasoning tasks .
 The problems were double-disjunctive reasoning ,  which require reasoners to keep

 1 .  Two transversals intersect two parallel lines and intersect with each other at a point X
 between the two parallel lines .

 2 .  One of the transversals bisects the segment of the other that is between the two parallel
 lines .

 3 .  Prove that the two triangles formed by the transversals are congruent .

X

 F IGURE  1 .  Verbal and diagramatic representation of a geometry problem (after Larkin & Simon ,  1987) .
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 F IGURE  2 .  Diagram showing arbitrary and abstract icons used in Bauer and Johnson-Laird (1993) study
 on graphical reasoning with double subjunctives .

 track of various alternative states in order to solve them .  Because of the dif ficulty of
 taking into account many models of the premises ,  subjects are known to perform
 poorly on these types of problems .  Bauer and Johnson-Laird hypothesized that
 providing diagrams should enable reasoners to keep track of alternative models .

 Bauer and Johnson-Laird’s (1993) first reported attempt at developing a schematic
 diagram to make explicit the alternative possibilities was largely unsuccessful .  This
 they attributed to their using arbitrary and abstract icons for representing explicitly
 the alternatives ,  which were found to be of no help to the reasoner (see Figure 2) .
 Their second attempt ,  however ,  was more successful .  Two types of more concrete
 diagrams were constructed :  one based on an electrical circuit and the other a jigsaw .
 In both examples ,  a particular problem-solving context was provided from which to
 make the deductions .  The instructions for the circuit representation of the problem
 was couched in terms of switches and lights being on or of f in the circuit whilst the
 instructions for the jigsaw representation were expressed in terms of completing a
 path from one side of the figure to the other .  This involved inserting shapes ,
 corresponding to specific people specified in the reasoning problem ,  into slots in the
 path ,  corresponding to particular places [see Figures 3(a) & (b)] .  In both examples ,
 therefore ,  the subjects were required to solve the reasoning task by mentally
 transforming parts of the diagram .  In doing so ,  the solvers no longer need to solve
 the problems entirely in their head but can work them out by interacting with the
 diagrams .

 Indeed ,  the results showed that performance was significantly better and faster
 when using the diagrammatic representations than when solving the same problems
 using sentential representations .  The findings seem to provide further support for
 the important role of diagrams as external memories ,  enabling a picture of the whole
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 F IGURE  3 .  (a) Diagram involving insertion of shapes into ‘‘jigsaw’’ slots used in Bauer and Johnson-Laird
 (1993) study on graphical reasoning with double disjunctives .  (b) Diagram involving circuits used in Bauer

 and Johnson-Laird (1993) study .

 problem to be maintained simultaneously ,  whilst allowing the solver to work
 through the interconnected parts (cf .  Larkin & Simon ,  1987 ;  Larkin ,  1989 ;  Zhang &
 Norman ,  1994) .  Although it could be argued that a sentential representation can
 also act as an external memory aid ,  the extent of the ‘‘computational of floading’’ is
 considerably less .  This suggests that having the problem states and its solution more
 explicitly represented in the diagram than in the sentential representation means
 that less inferencing is required .
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 Both of the above studies show the potential value of graphical representation for
 aiding problem solution in terms of search ,  recognition and inference .  However we
 need to ask the related questions :  how much light do they shed on the role of the
 external representation and how does this mesh with details of internal representa-
 tions (cognitive mechanisms)? Consider first the Larkin and Simon (1987) account .
 Their principal concern is with diagrammatic internal representations ,  which as
 Parkes (1993 :  p .  37) points out provide ‘‘ .  .  .  access to the properties of the pictures
 which are posited to facilitate more ef ficient computations  .  .  . ’’ .  Larkin and Simon
 (1987 :  p .  66) describe such representations as having the property of corresponding
 ‘‘ .  .  .  on a one-to-one basis ,  to the components of a diagram describing the problem’’ .
 However ,  their account leaves open the question of (i) how this is produced in
 human beings ,  and (ii) what work is being done by the external and the internal
 representations respectively .  Consider the following quote (p .  92) :  ‘‘We have seen
 that formally producing perceptual elements does most of the work of solving the
 geometry problem .  But we have a mechanism—the eye and the diagram—that
 produces exactly these perceptual results with little ef fort .  We believe that the right
 assumption is that diagrams and the human visual system provide ,  at essentially zero
 cost ,  all of the inferences we have called ‘perceptual’  ’’ .  It is hard to get a precise
 understanding of how ‘‘perceptual inferences’’ might work but Larkin and Simon do
 of fer a suggestive analysis of the metaphorical sense of (mentally) ‘‘seeing’’ as
 referring to inferences that are akin to perceptual experiences in being based on
 ‘‘productions with great computational ef ficiency’’ (p .  71) .  This conceptual issue
 notwithstanding there is a further problem .  As Koedinger and Anderson (1990 :  p .
 518) note ,  the Larkin and Simon argument ‘‘ .  .  .  is based on an assumption that
 perceptual inferences are generally easier than symbolic inferences’’ but ‘‘ .  .  .  it is
 possible that perceptual inferences appear easier because ,  in general ,  they have been
 much more highly practised than symbolic inferences’’ .  In other words the value of
 diagrams in such situations is strongly related to experience and expertise of the
 individual having ‘‘operators’’ that match the display (cf .  Larkin ,  1989) .  Novice
 physicists ,  for example ,  will not make the same inferences as experts from the same
 diagram (cf .  Anzai ,  1991) .

 The Bauer and Johnson-Laird (1993) explanation of what subjects are doing when
 using diagrams to solve the logic problems is also debatable .  It seems unlikely that
 they are using the diagrams to compare alternative models ,  as postulated by
 Johnson-Laird’s model theory .  Alternatively ,  it appears that the external represen-
 tations (the combination of the diagram and analogical instructions) have re-
 represented the original deduction problems into simpler and dif ferent tasks .  In their
 own words ,  Bauer and Johnson-Laird (1993) explain :  ‘‘in the case of the diagram-
 matic problems ,  the subjects form a visual representation of the diagram ,  and in
 their mind’s eye they can imagine moving the pieces or switches (i . e .  they carry out
 visual transformations of images) .  Bypassing the construction of the meanings of
 verbal premises and manipulating visual images appears to reduce the load on
 working memory and to speed up the process of inference . ’’ (p .  373) .

 Therefore ,  rather than facilitating the reasoner to envisage all the alternative
 possibilities inherent in the premises it seems more likely that the combination of
 instruction and diagram is constraining a particular way of conceptualizing and
 solving the logic problem .  This account fits in better with Stenning and Oberlander’s



 M .  SCAIFE AND Y .  ROGERS 196

All A are B Some C are not B

A

X

A

C

X
B

C

X

A

B

 F IGURE  4 .  An example of the use of Euler’s circles to constrain the solution for the syllogism :   All A are
 B . Some C are not B  (after Stenning & Tobin ,  in press) .

 (1995) theory of specificity which dif fers from the model theory and by postulating
 that ‘‘graphical representations such as diagrams limit abstraction and thereby aid
 processibility’’ (p .  2) .  This is achieved through the information available in the
 diagram restricting the possible interpretations of the problem and in so doing
 guiding the reasoner to make the correct solution .  Thus ,  certain diagrams are more
 ef fective than others because they exploit better the constraining properties of
 varying graphical forms .  For example ,  Stenning and Tobin (in press) claim that
 Euler’s Circles (see Figure 4) are more ef fective than three-dimensional cube
 diagrams in helping subjects solve logic problems because the geometrical con-
 straints of the intersecting circles represent the logical constraints much better .  In
 other words ,  a diagram is more likely to af ford a particular reading of the problem
 and way of solving it than a sentential representation because it is less expressive
 (i . e .  decreases indeterminacy) .  Having built a mental model of the combined
 external representations (the instructions and the diagram) that satisfies the premise
 in their own minds ,  it is unlikely that the solvers will then build alternative ,  but
 equally plausible ,  models of the problem (Cox & Brna ,  1995) .

 3 . 2 .  RESEARCH ON ANIMATIONS

 One of the strengths of studies ,  such as Larkin and Simon (1987) ,  is the postulation
 of an explicit model of cognitive processing .  However ,  in reviewing research into the
 role of animations in learning and problem-solving contexts we failed to find any
 similarly detailed models .  Thus ,  in our attempt to consider in more detail how
 animation is processed we decided to critique two empirical studies that sought to
 investigate the mechanisms by which animations are ef fective in making inferences
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 from graphical representations of physical systems .  These are Hegarty (1992) ,  which
 focuses on mental animation and Kaiser  et al .  (1992) ,  which focuses on external
 animation .

 In Hegarty’s study ,  the graphical representations used were static canonical
 diagrams of pulley systems whilst in Kaiser ,  Prof fitt ,  Whelan and Hecht’s (1992)
 study ,  both static and animated canonical graphical representations were used to
 depict objects falling ,  being severed ,  or being displaced from various dynamical
 systems (e . g .  pendulums and moving planes) .  the primary aim of Hegarty’s study
 was to ascertain the extent and form of mental animation that occurs when making
 judgements about the motion of pulley systems .  In contrast ,  the main objective of
 Kaiser  et al . ’s (1992) study was to determine how external animations enable more
 ef fective judgements to be made about the trajectories of moving objects compared
 with static diagrams .  In both studies ,  subjects were required to reason through
 initially comprehending a verbal problem together with a static or dynamic graphical
 representation used to convey the problem state ,  and then predict correctly future
 states or trajectories of part of the system depicted in the graphical representation .

 Hegarty’s central idea is mental animation ,  which involves simulating mentally ,  in
 a serial manner ,  components in the graphical representation of the pulley system .
 An obvious reason for this is that we are unable to animate all parts of the diagram
 at once ,  due to the constraints of working memory .  It also seems plausible ,  given
 that we can only perceive the working of certain aspects of a real world pulley
 system at any one time ,  depending what is in our field of view at that time .  With
 real-workd pulleys ,  however ,  the motion of each part is always available ;  we need
 only to follow the way the components move to make judgments about them .
 Moreover ,  we can do this in a haphazard way .  With diagrams ,  however ,  Hegarty
 argues we make inferences about the motion of the static parts by following the
 temporal order of the causal chain of events from input to output .

 This level of theorizing seems intuitively plausible for explaining how people
 reason with relatively simple pulley system problems and is to some extent
 supported by her empirical findings .  For more complex systems ,  Hegarty suggests
 that other mental strategies are likely to be used .  However ,  the form that these
 alternative forms might take ,  how they develop and whether they are used in
 combination with mental animation or separately is beyond the scope of her paper .
 Likewise ,  the actual functional role of the graphical representation is not discussed
 in her theory of incremental animation ,  although she does acknowledge that it needs
 to be researched further .

 In contrast to Hegarty’s approach ,  Kaiser  et al .  (1992) explain reasoning about
 mechanical systems in terms of what the external representation does for the
 learner .  Like Hegarty ,  they stress the importance of information being processed
 sequentially ,  but in terms of the external representation being able to ‘‘temporally
 parse a multi-dimensional problem into unidimensional components’’ (p .  671) .  In
 doing so ,  they propose that the distinct state changes that have to be recognized to
 make correct judgements about the system are made more obvious through an
 animation than with a static display .  The idea that the external representation does
 the ‘‘temporal parsing’’ ,  rather than the problem-solver having to do it ,  is illustrated
 with an example of common-sense reasoning about the C-shaped tube physics
 problem (based on McCloskey ,  Caramazza & Green ,  1980) .  The main finding is that
 when the problem is represented as a static two-dimensional representation (see
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 F IGURE  5 .  Diagrams for the spiral tube problem with correct response A and incorrect response B (after
 McCloskey  et al . ,  1980) .

 Figure 5) ,  students often incorrectly infer that the projected motion of the ball on
 exiting the curved tube continues in a curvilinear trajectory .  Kaiser  et al .  (1992)
 found the same ef fect for both free choice and forced choice conditions .  However ,
 when shown various incorrect and the correct animation sequences in a forced
 choice situation ,  students invariably selected the correct ‘‘straight’’ trajectory .  Kaiser
 et al .  explain this performance shift in terms of the animation temporally segregating
 the ball’s behaviour in the extended body system (whilst in the tube) from when it
 behaved as a point particle (after exiting the tube) .  It is this visible temporal parsing
 that is claimed to make the change in states more obvious to the subjects and allow
 them to make the correct inference .

 The animation studies present a dif ferent form of the problems encountered in the
 static diagram research .  In particular they assume that running mental models and
 parsing external animations use the same structures and functional processes as
 when perceiving real-world dynamic systems .  For example ,  in an earlier study
 Hegarty ,  Just and Morrison (1988) proposed that people decided which attributes of
 a system were relevant to judging mechanical advantage on the basis of ‘‘causal
 models’’ of mechanical systems arising from relevant (physical) experience with such
 systems .  The appeal to an equivalence in processing ,  however ,  does not help us in
 understanding the merits of dif ferent forms of graphical representation in terms of
 how they are processed and interacted with for various tasks .  A more pertinent
 question to address ,  then ,  is how do we understand and make connections between
 the static and animated forms that represent the dynamic processes of real systems
 such that we can make inferences about them both?

 The same lack of specificity is seen in Kaiser  et al . ’s (1992) explanation of the
 superiority of animated over static forms in terms of the visible temporal parsing of
 the ball in the container system ,  making change in states more obvious .  An
 alternative explanation for the dif ference in performance could be in terms of
 experience with the two representational formats ,  reflecting more a dif ficulty with
 interpreting the canonical forms in the diagram in relation to the problem that had
 to be solved rather than one of not being able to recognize the significance of the
 temporal parsing of the objects in dif ferent states .  This objection reiterates our
 concern that there is a crucial role for expertise and practice that is not being
 recognized .  Most importantly ,  whilst providing further support for the value of the
 explicitness inherent in animations ,  Kaiser  et al . ’s (1992) study of fers no explanation
 of the cognitive mechanisms involved in learning and reasoning with animations .
 Pedagogically ,  too ,  it is unclear how animation can facilitate learning or problem-
 solving .  In particular ,  we would emphasize the absence of an analysis of how a
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 better level of understanding can result from seeing objects moving explicitly as
 opposed to having to imagine how they move .  Indeed Kaiser  et al .  (1992) comment
 on how subjects who had been shown the animation first and then a static diagram
 of the same problem performed no better than those who had just been shown the
 static diagram .  Here again ,  we have further evidence that the benefit of viewing an
 animation is transitory and not readily mapped onto the static representation with its
 more arbitrary conventions .

 3 . 3 .  CONCLUSIONS FROM THE STUDIES

 In all of these four studies ,  then ,  we are left with questions about the mechanisms by
 which diagrams and animations are ef fective .  How do viewers identify the ‘‘key’’
 features and constraints of a graphical representation and then map them onto the
 relevant aspects of the problem to be solved? Further ,  there seems to be a real issue
 about what problem the subjects were ‘‘really’’ solving and how far expertise and
 experience are central factors .  It is often hard to separate general claims about
 graphical representations  per se  from factors that have to do with individual
 dif ferences in ability in the subject or understanding of the domain-specific genre of
 the diagrams involved .  In domains with highly evolved notations such as geometry
 or physics ,  diagrams are not ‘‘merely’’ aids for solution but play an essential part in
 the process of knowledge acquisition and depiction .  A circuit diagram ,  an
 architectural plan or a mathematical notation comprise a set of meaningless symbols
 to the uninitiated ;  they only take on their intended meaning through learning the
 conventions associated with them .  In a real sense it is impossible to develop
 expertise in these subjects without the ability to both read and produce diagrams of
 a particular sort (cf .  Anzai ,  1991) .  This strongly suggests that—in such domain-
 specific cases at least—diagrams can only trade on established domain knowledge to
 be ef fective .  The point is well-put by Larkin and Simon (1987 :  p .  71) :  ‘‘If students
 lack productions for making physics inferences from diagrams ,  they  .  .  .  will find
 them largely useless’’ .

 4 .  Processing mechanisms

 The studies we have reviewed are ,  of course ,  a tiny selection from a vast range .
 However they serve to illustrate two of our major themes ,  that there is a lack of an
 adequate cognitive processing model and that focusing on the externality of
 graphical representations to see how they work is of crucial importance to a better
 understanding .  Below we examine further why the former is so and contrast this
 with a more detailed analysis of the few studies that have begun to analyse
 external / internal representations in cognitive processing .

 4 . 1 .  PROCESSING AND THE RESEMBLANCE FALLACY?

 One problem with the Kaiser  et al .  (1992) study noted above was the lack of
 explanation of how subjects recognize the temporal segregation of the objects as
 being central to an understanding of mechanical systems .  This seems to be because
 the external and internal representations are assumed simply to have the same
 characteristics .  This is an example of what we shall call the ‘‘resemblance fallacy’’ ,
 which has a much wider appearance in the graphical representation literature and
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 may help to explain something of the apparent unwillingness to specify processing
 models .  It is prevalent ,  we believe ,  because the structure of graphical representa-
 tions ,  their spatial / iconic / figural qualities ,  promotes an  intuition  as to their value as
 an imput for perception / cognition whereas the reality is that we have no
 well-articulated theory as to how such an advantage might work .  Evidence for our
 over-reliance on such intuitions can be seen by examining the kinds of arguments
 that have been made for the links between graphical representations ,  perception and
 internal representations .  The possibility of dif ferent representational formats—
 image / proposition / mental model—and their properties interacts with the issue of
 how graphical representation might work .

 Consider first ,  work on conventional ,  static graphical representations .  By design
 these are typically well-suited to the information pick-up capacities of the visual
 system—object perception ,  search ,  pattern-matching ,  etc .  Analysis of their syntactic
 properties in these terms ,  e . g .  how elements are grouped ,  what af fects dis-
 criminability etc .,  is therefore productive .  However there is a problem in going
 beyond these data to identifying the form of internal representations that result .  A
 particularly common argument has been that the quasi-pictorial qualities of images
 suggests a privileged link with pictorial input .  For example Winn (1987 :  p .  159)
 summarizes the relevance of work on imagery to graphical representation thus :
 ‘‘These studies exemplify a body of research that leads to the following conclusion :
 Graphic forms encourage students to create mental images that ,  in turn ,  make it
 easier for them to learn certain types of material’’ .  And Reed (1993 :  p .  299) claims a
 ‘‘substantial similarity between the functional equivalence of pictures and images’’ ,
 stating that :  ‘‘We would have a better understanding of how images aid problem
 solving if we had a better understanding of how pictures aid problem solving’’ .

 The problem with this line of argument is that it does seem to rest on intuition .
 What can ‘‘encourage’’ and ‘‘easier’’ mean in terms of mechanism? Further ,  while
 pictures can undoubtedly serve to stimulate imagery under certain circumstances
 (e . g .  Finke ,  1990) it is by no means clear that they are  necessarily  represented in this
 way .  Halford (1993) points out that we do not have to accept any more than a
 mapping between relations for an external representation-internal representation
 pair .  In addition there is some doubt about the extent to which imagery is
 computationally important and processing may be better explained in terms of other
 representational forms (e . g .  Pylyshyn ,  1973 ;  Molitor  et al . ,  1989 ;  Anderson ,  1990) .  In
 short the case for an intimate relationship between graphical representation and
 images may not be logically compelling and is currently heavily under-specified .

 The prevalence of image-based explanations for graphical representation is ,
 presumably ,  based on the premise that images facilitate cognitive operations on
 analogic representations .  This has benefits for basic processes like optimizing search
 and reducing the load on working memory (e . g .  Larkin & Simon ,  1987) .  However
 these same benefits have also been invoked for mental models and these ,  too ,  have
 been proposed as representations for graphical representation .  Since the claims for
 images and mental models are close it is unsurprising to see some link proposed
 between the two ,  e . g .  Hegarty (1992) for people working on pulley system problems :
 ‘‘ .  .  .  running a mental model involves transforming mental images  .  .  .  people infer
 motion of mechanical systems by transforming mental images  .  .  . ’’ .  Similarly Bauer
 and Johnson-Laird (1993) talk about the ‘‘manipulation of visual images’’ .  Thus ,
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 while the mental model resulting from interaction with graphical representations
 need not be thought of as image-like (cf .  Glenberg & Kruley ,  1992) ,  there is often
 an apparently close relationship posited between the two and ,  hence ,  the possibility
 of another intuitive and unsubstantiated link between picture input and representa-
 tion type .  Molitor  et al .  (1989 :  p .  10) describe the situation thus :  ‘‘In mental models
 reality is represented in an analogous ,  predominantly imaginative form’’ .  However
 the same authors also note that the mental model construct is ‘‘very fuzzy and used
 in a dif ferent sense by each author’’ (p .  10) ,  a conclusion echoed by Hong and
 O’Neill (1992) .  As with images such a range of possibilities argues for caution in
 positing a necessary relationship between the pictorial nature of graphical represen-
 tation and a particular representational format .  At the very least ,  dif ferent graphical
 representations and / or tasks may engender dif ferent kinds of representations and
 this must remain an issue for future research .

 The discussion so far of the resemblance fallacy has been exemplified by work
 done with static diagrams .  However there is evidence that some of the same kinds of
 problem are occurring with work on animations .  Here ,  as we noted previously ,  there
 is an assumption that ‘‘adding’’ animation to an equivalent static display will be
 advantageous .  But why should this be so? In articles about animation we commonly
 find an intuition-led chain of assumptions ,  echoing the same causal chain of
 reasoning used to account for the ef ficacy of diagrams (external representation
 producing a mental image or mental model which in turn results in better learning or
 reasoning) that was criticised earlier .  Here ,  an illustrative line of reasoning goes
 something like this :  animations can show motion explicitly and ‘‘directly’’ and hence
 provide more accurate information (Kaiser  et al . ,  1992) ;  this reduces processing
 demands on working memory allowing other tasks to be performed (Rieber & Kini ,
 1991) and enables more ‘‘useful’’ mental models to be formed for solving problems
 (Park & Gittleman ,  1992) ;  these in turn facilitate learning or reasoning .  Whilst the
 first part may be factually accurate ,  the rest does not logically follow .

 As argued above in relation to diagrams ,  we cannot simply assume a privileged
 relationship between a graphical representation of a system—in this case an
 animation—and someone’s understanding or ability to reason about it ,  by virtue of
 its resemblance ,  albeit highly simplified and schematized ,  to the dynamic properties
 of a real-world system .  As with diagrams used in specialized domains ,  e . g .  physics or
 geometry ,  a person has to learn to ‘‘read’’ and comprehend the significance of the
 content of the animations in relation to other information that is being presented
 verbally or as text and to assimilate this to their current understanding of the
 domain .  This requires making multiple connections between what the animations
 are intending to convey and the abstract concepts that are being learned about .  How
 students integrate information arising from dif ferent representations of knowledge is
 crucial (Laurillard ,  1993) .

 4 . 2 .  PROCESSING AND THE INTERNAL / EXTERNAL

 The force of our comments ,  however ,  is not solely to do with being less intuitive in
 our accounts .  Consider the claim by Larkin and Simon (1987 :  p .  97) that :  ‘‘mental
 imagery—the uses of diagrams and other pictorial representations  .  .  .  held in human
 memory  .  .  .  play a role in problem solving quite analogous (to) external
 diagrams  .  .  .  and that  this role is also played by the internal and the external in
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 concert . ’’ (our emphasis) .  How do the internal and the external act ‘‘in concert’’?
 Clearly if we set up our processing model so that both representations have the same
 structure / characteristics the problem seems less apparent—and the solution be-
 comes obvious too .  But it seems clear that what is really needed is an integrated
 approach that analyses the dynamic cognitive processing of graphical representa-
 tions ;  how this understanding is integrated with existing knowledge ,  what informa-
 tion gets lost ,  misinterpreted or correctly interpreted ,  and how is it subsequently
 re - represented ,  externally .

 The importance of considering internal and external representations in concert is
 beginning ,  as mentioned previously ,  to be more of a central concern in cognitive
 science .  Larkin (1989) has tried to tackle the problem by outlining a computational
 model called DiBS ,  that represents information available in external displays as data
 structures that enable internal operators to be cued as to know what to do next .  The
 model’s central searching mechanism is based on the observation that ‘‘each step
 requires only looking at the display ,  and doing what it suggests ,  without more
 ef fortful mental calculation or storage’’ (p .  319) .  DiBS therfore ,  works largely by
 manipulating attributes of the external display .  The examples that Larkin has chosen
 to represent in her model are well suited to the transformation of external data
 structures .  They include simple everyday problems (e . g .  brewing cof fee) and
 textbook problems (e . g .  linear equations) that once learned become highly
 routinized and error-free .  Hence ,  for these kinds of tasks there is no need to activate
 any internal representations other than a very general mechanism that is charac-
 terized as knowing ‘‘where an object wants to go’’ in each step of the task .  As such ,
 DiBs is more a model of how external representations cue a set of automatic
 procedural-based actions for solving clearly defined problems .  In its current state ,
 therefore ,  DiBs does not account for other kinds of learning and less well-defined
 problem-solving tasks ,  involving more complex cognitive processing ,  where com-
 binations of interacting internal / external mechanisms are likely to come into play .

 Inspired by Larkin’s (1989) ‘‘move to the external’’ ,  a number of empirical studies
 have been carried out since ,  in an attempt to analyse in more detail the properties of
 display-based problem-solving .  For example ,  O’Malley and Draper (1992)
 dif ferentiate between the knowledge users need to internalize when learning to use
 display-based word processors (e . g .  MacWrite) with that which they can always
 depend upon being available in the external display .  The tendency ,  therefore ,
 appears to be for users to learn only what is necessary to enable them to find the
 information they require in the interface display .  Information represented in such
 displays is viewed as an external memory aid ‘‘which ‘fill the gaps’ in users’
 internalised representations when they interact with the system’’ (p .  86) .

 How the gaps are filled and what cognitive mechanisms are involved ,  however ,  is
 not clear .  This is also true of Zhang and Norman’s (1994) recent analysis of
 distributed cognitive tasks (between internal and external representations) ,  where
 they argue that an analysis of the relation between dif ferent external forms of
 representing the same abstract problem (in this case the Tower of Hanoi) is
 necessary before considering the processes that are activated when solving the
 problem .  The study was designed so that in certain conditions subjects had to
 internalize several rules to carry out the task whilst in others the same rules were
 embedded in the external display .  Their findings indicated that the fewer rules
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 subjects had to internalize the easier it was for them to perform the problem-solving
 task .  The implication is that external representations can significantly change the
 nature of a task through constraining the permissible moves allowed in solving the
 task .  Furthermore ,  this form of ‘‘computational of floading’’ ,  i . e .  implicitly embed-
 ding rules in the external representation as opposed to making subjects internalize
 them ,  is thought to reduce the load on internal working memory providing more
 ‘‘space’’ for planning subsequent moves .  Although Zhang and Norman (1994) did
 not investigate the processes involved in interacting with graphical representations in
 their experiment ,  they do suggest that the nature of the relationship is likely to be
 uni-directional :  ‘‘perceptual processes are activated by external representations
 while cognitive processes are usually activated by internal representations’’ and that
 moreover ‘‘dif ferent processes are activated by dif ferent representations (p .  118) .
 We would argue ,  however ,  that the interplay between internal and external
 representations in problem-solving is likely to be more complex ,  involving cyclical ,
 interacting processes ,  especially when considering how graphical representations are
 both perceived and acted upon .

 Before moving onto our final discussion of how we can consider the design of
 graphical representations based on an analysis of the relationship between
 internal / external representations we briefly introduce our third category of external
 representations ,  virtual reality .  As with our analysis of the previous two categories
 of graphical representations ,  diagrams and animations ,  we consider the cognitive
 benefits ,  mechanisms and structures that are involved when interacting with virtual
 reality representations .  We shall identify some of the same problems emerging here
 as for the diagrams and animation work .

 5 .  Empirical work and research issues on graphical representations
 involving virtual reality

 In our earlier introduction to virtual reality we noted that the central concept of
 ‘‘immersion’’ was an elusive one .  One way of characterizing it is in terms of realism .
 It is often suggested that a main advantage of virtual reality is that simulations can
 be constructed to have a higher level of fidelity with the objects they represent ,
 compared with other kinds of external representations ,  e . g .  static diagrams ,  in terms
 of having more functional ,  physical and spatial resemblance .  The illusion af forded by
 the virtual reality technology can make virtual objects appear to be more realistic
 and to behave according to physical laws .  For example ,  terrains developed for flight
 simulators can seem very life-like ,  giving a spatial awareness that can closely
 approximate that which could be obtained in the real world .  Virtual reality
 researchers are inclined to believe that learning and training applications ,  e . g .
 aviation and defence can be improved through having a greater fidelity wilth the
 represented world (e . g .  Cover ,  Ezquerra ,  O’Brien ,  Rowe ,  Gadaez & Palm ,  1993) .
 One suggestion is that the transfer of training to the real world could be easier ,  with
 less errors .

 The push towards developing life-like simulations ,  however ,  raises the question of
 what are the cognitive benefits of representing the world at higher levels of realism
 than at higher levels of abstraction .  The intuition that perceiving and acting in an
 artificial environment that is designed to simulate a physical world as closely as
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 possible ,  will provide a better learning or training experience through the develop-
 ment of better spatial cognition is reminiscent of the ‘‘resemblance fallacy’’
 discussed in the previous sections .  Similarly ,  it may prove to be as incorrect .  For
 example ,  results from a recent study investigating transfer of training in virtual
 reality systems found that subjects learnt performance characteristics specific only to
 the virtual reality context ,  which were of no use when carrying out the same task in
 the real world (Kozak ,  Hancock ,  Arthur & Chrysler ,  1993) .  These preliminary
 findings suggest ,  therefore ,  that the actual experience of being immersed in a virtual
 reality world is quite distinct from interacting with real world artifacts .  The value of
 virtual reality ,  therefore ,  should not be assumed to come about through a structural
 and spatial equivalence between the virtual reality simulation and the real world .

 One of the problems of the move ‘‘towards the virutal’’ ,  therefore ,  is that learners
 may gain an inappropriate or artificial understanding of the world that is being
 modelled .  Another problem is the degree of interactivity within the virtual
 environment .  Currently there exists largely indirect means of interacting with the
 virtual graphical representations—typically via selecting objects through moving
 customized joysticks and trackballs ,  gesturing through data gloves or more crudely
 through using a keyboard .  This contrasts sharply with the high level of interactivity
 that exists with six degree full motion flight simulators .  Not only do they have a real
 set of flight controls but they also have highly realistic feedback—all of which is well
 integrated with the animated graphical representations of the physical terrains that
 are flown over .

 Instead of considering virtual reality immersion in terms of the value gained from
 attaining higher levels of perceptual fidelity with the real world it would be more
 useful to reconceptualize it as a question of how best to constrain virtual reality
 simulations to provide external representations that are ef fective for training (cf .  to
 the earlier idea about diagrams and graphical representations) .  In particular ,  the
 virtual environments need to be designed to guide the learner to the crucial aspects
 that are necessary for performing the appropriate activity for a given task at a given
 time .  The issue then becomes one of determining what aspects of the represented
 world need to be included and how they should be represented ,  what aspects should
 be omitted and what additional information needs to be represented that is not
 visible in the real world but would facilitate learning .  From a cognitive perspective ,
 it enables us to assess the benefits of virtual reality in terms of the processing
 mechanisms that operate at dif fering levels of abstraction of information .  For
 example ,  we can analyse dif ferences in task demands and performance characteris-
 tics for specific tasks ,  e . g .  taking of f or landing for dif ferent virtual reality
 simulations ,  ranging from presenting simple canonical structures (e . g .  schematic
 outlines) to more fully rendered depictions of scenes .  Hopefully ,  this way the pitfalls
 of the resemblance fallacy can be avoided .

 Another way in which the notion of virtual reality immersion has been
 characterized is in terms of ‘‘steering’’ the interaction .  Here ,  the intuition is that
 virtual reality simulations provide more opportunities to visualize and manipulate
 the behaviour of abstract data structures or processes which are not normally visible
 to the naked eye .  For example ,  NASA have developed a Virtual Wind Tunnel ,
 whereby a scientist (who is a computational fluid dynamicist) controls the computa-
 tion of virtual smoke streams by using the finger tips (Gigante ,  1993) .  Abstract
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 equations for the computed airflow around a digital model of an aircraft are
 translated into visible smoke streams .  By moving around the virtual aircraft in the
 virtual reality environment and visualizing the smoke streams ,  the fluid specialist is
 thought to be able to ‘‘discover areas of instability ,  separation of the flow from the
 aircraft’s surface ,  and other interesting phenomena’’ (Gigante ,  1993 :  p .  9) .  An
 assumption is that better mental models of the abstract processes will develop
 through making these kinds of processes more concrete (Gigante ,  1993) .  It is also
 assumed that on-line problem-solving will be facilitated .  Whilst not making any
 explicit links between the resulting mental structures and cognitive processes there is
 a sense that the two are connected .  What we do not get a sense of ,  however ,  is how
 experts ,  who are highly familiar with abstract representations and have to interact
 with them in their work ,  are able to transfer between these forms of representation
 and the concretized visual representation of the same problem space in the virtual
 reality simulation .  The value of being able to ‘‘steer’’ a physical simulation should be
 analysed ,  therefore ,  in relation to how it integrates with ways of interacting with
 other existing forms of external representations in professional practice .

 6 .  Informing the design and selection of graphical representations

 At the beginning of this paper we asked the important practical question of how
 designers could determine which kind of external representation to choose from—be
 it text ,  diagram ,  multi-media or virtual reality—for the domain or task they are
 designing for .  As has become clear through the paper ,  however ,  to answer this
 question depends on having a better understanding of internal representation /
 external representation interactivity .  In addition ,  it requires addressing specific
 issues ,  such as what form the display should take ,  what information should be made
 explicit ,  how this should be represented ,  how this maps onto the object / concept
 being represented and which graphical style to use .  Our analysis of the graphical
 representation literature across a variety of disciplines ,  however ,  led us to the
 conclusion that despite a plethora of empirical studies on how dif ferent graphical
 representations af fect performance and a few theoretical analyses ,  the findings are
 dif ficult to generalize beyond the specific features investigated in each study .
 Moreover ,  the majority of studies were largely silent about the criteria used in the
 design (sic) of the graphical materials for the experiments .  It appears ,  therefore ,  that
 we need to be more explicit about the selection and design of graphical representa-
 tions for both applications and experiments investigating cognitive aspects of
 interacting with graphical representations .

 6 . 1 .  WHAT CHARACTERIZES GOOD DESIGN?

 As Bauer and Johnson-Laird (1993) discovered ,  facilitation of problem-solving
 depends on the kind of graphical representation being used .  So what are the
 attributes of a ‘‘good’’ graphical representation? The issue of ‘‘good design’’ has
 been the subject of a number of dif ferent studies which have attempted to give
 guidelines for producing graphical displays (e . g .  Kosslyn ,  1989 ;  Goettl ,  Wickens &
 Kramer 1991) but these have been concerned primarily with the syntax of the
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 display ,  consistent with information-processing principles .  Typically they are ap-
 plicable to stylized displays ,  such as graphs and charts ,  and to domains where
 diagrams have highly evolved notations (e . g .  electronic circuits ,  program flow charts ,
 etc . ) .  However the process of prescribing for a diagram structure in domains where
 strong constraints on form do not apply usually means that we rely on a few
 common conventions and heuristics .  Domains such as physics have knowledge
 structures which are well-understood ,  capable of precise modelling .  By contrast
 formalizing an understanding of ,  say ,  a diagram of a food chain is more problematic
 with a number of dif ferent representations possible .

 In such circumstances two factors are clearly crucial :  the kind of notation (e . g .  the
 symbols of visual programming languages ,  universal icons) and the visual organiza-
 tion that is used to structure them .  The notation that is employed should be
 appropriate (easily understandable) .  This is true both for the reading and for the
 production of diagrams .  Merrill and Reiser (1993 :  p .  12) ,  describing students
 learning LISP ,  observe that ‘‘the requirement to translate into an external notation
 system that does not match well with the structure of the students’ plan imposes an
 additional working memory load of continually mapping between the two represen-
 tations’’ .  Secondly we should recognize the importance of the canonical forms of
 diagrams ,  e . g .  recognizing a diagram comprising of a set of images connected by
 arrows as a ‘‘cycle’’ may be critical .  The existence of such forms (capable of
 supporting many dif ferent kinds of content) has long been recognized by researchers
 (e . g .  Amigues & Caillot ,  1990 ;  Anzai ,  1991) and is obvious in the culture at large (cf .
 Lohse  et al . ,  1991) .  One advantage of conventional two-dimensional diagrams is that
 they can trade on such recognition by activating appropriate ‘‘readability rules’’
 (Sugiyama & Misue ,  1991) and by cueing appropriate kinds of inferences in the
 reader .  Cox and Brna (1991) noted that there was a strong correlation between a
 student’s ability to identify types of graphical representation (e . g .  diagram ,  map ,
 table) and their ability to use them to solve problems .  Pedagogically ,  encouraging as
 wide an acquaintance with dif ferent forms of diagrams is clearly important for their
 ef fective use but it may also be that experience with static forms itself may be a
 useful precursor to the ability to read more dynamic ones .

 Under such circumstances we need insight into how people read and interact with
 diagrams .  The stress here is important for our ideas about developing good diagram
 skills .  In the vast majority of studies and analyses of static diagrams the assumption
 has been that the subject does nothing to change the external form .  This may well be
 true for cases such as library books or slides in a presentation but it may not be the
 optimal case .  Koedinger and Anderson (1990) observe that high school students
 frequently use annotations to problem diagrams to hold together information
 needed for inferences .  Such a strategy may also be performed mentally but ,  given
 previous arguments ,  is probably more ef ficient for learners when external .  In fact the
 logical conclusion of these arguments is to maximize the load on the external
 representation .  As has been observed in several cases making a ‘‘cognitive trace’’
 available for problem-solving is of great benefit (e . g .  Merrill & Reiser ,  1993) .  One
 lesson for diagram use might ,  therefore ,  be to promote opportunities for external
 manipulation (i . e .  cognitive tracing) as well as encouraging production skills ,  as we
 noted above .

 Good diagram design also has the crucial requirement that the degree of
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 abstraction of material should be appropriate to the varying demands of the task and
 learner’s ability .  Levonen and Lesgold (1993) describe SHERLOCK ,  a computer-
 based electronics coaching system ,  which has the facility for representing both
 realistic (picture-like) diagrams of the system and schematized expert representa-
 tions of the same domain .  Switching between the two enables a kind of apprentice-
 ship learning .  Consistent with this approach Cheng (1993) advocates the availability
 of multiple representations ,  from specific examples to overviews ,  which learners
 could choose to look at as they wished .  While this raises issues about integration
 between dif ferent views it also emphasizes the importance of learner control .  There
 is no reason to doubt ,  for many situations ,  that multiple representations could be
 made available within a two-dimensional diagram .  However it may also be that this
 is something that may well be better achieved in other forms .

 6 . 2 .  CONCEPTUAL DESIGN ISSUES AND FUTURE DEVELOPMENTS

 The above discussion points to a number of factors which designers should be aware
 of .  We suggest that it is useful to begin to formalize them as a set of general
 conceptual design issues ,  akin to the set of cognitive dimensions of notations that
 Green (1989 ,  1990) has advocated ,  for describing important features of the design of
 programming languages and software tools to support users’ tasks .  Firstly ,  they can
 help bridge the gap between our conceptual understanding of how graphical
 representations work and the practial concerns of designing graphical representa-
 tions .  Secondly ,  requirements for future technological developments also can be
 assessed in relation to cognitive processing .  Thirdly they can help us reframe design
 questions .  We could ask what is required to design advanced graphical representa-
 tions that can be of ‘‘added’’ cognitive value for particular users ,  domains and tasks?
 Below we present an initial attempt to identify some of the key conceptual design
 issues .

 6 . 2 . 1 .  Explicitness and  y  isibility
 Diagrams ,  animations and virtual reality can in their respective ways all make salient
 certain aspects of a display .  A design objective ,  therefore ,  should be to facilitate
 perceptual parsing and inferencing ,  through directing attention to key components
 that are useful or essential for dif ferent stages of a problem-solving or a learning
 task .  In addition ,  the various graphical representations can represent ‘‘hidden’’
 processes which underlie complex phenomena .  The aim ,  here should be to facilitate
 higher level understanding ,  i . e .  cognitive inferencing but also in relation to how this
 interacts with perceptual processing .  As with ‘‘perceptual inferences’’ ,  the users may
 need much prior knowledge in knowing how to interpret what is shown .

 6 . 2 . 2 .  Cogniti y  e tracing and interacti y  ity
 Diagrams that have been already constructed allow the user to leave cognitive
 traces ,  i . e .  mark ,  update and highlight information .  However this is a limited
 function .  There is no possibility of interaction or feedback—the user cannot test new
 configurations .  In contrast ,  when interacting with animations and virtual reality
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 objects there is more scope for providing feedback but less for leaving cognitive
 traces .  For example ,  various parameters of a computer-based model can be set in a
 virtual reality or three-dimensional simulation (cf .  microworlds) and the outcome
 cirectly observed .  Graphical representations should be designed with a view towards
 how they support dif ferent kinds of cognitive tracing and levels of interactivity .

 6 . 2 . 3 .  Ease of production
 Related to the above issue is ease of production of a graphical representation .  It
 appears that diagram production and comprehension are intimately related .  A
 history of being taught to draw diagrams makes for fewer problems with under-
 standing new ones .  This is particularly important for domains where evolved
 notations are crucial .  However ,  where the possibility of acquiring expertise is
 limited ,  the demands of reading the diagram ef ficiently may be too great .  Recent
 software developments now make it possible for users to select alternative or
 partially animated views of the same process ,  and to play (and replay) them at
 dif ferent speeds ,  thus enabling multiple abstractions to be interpreted .  Furthermore ,
 software is being developed that will allow novice users easily to construct their own
 animations through compiling components from a toolbox of animations or modify
 pre-designed animations .  The hypothesis about diagram production and comprehen-
 sion could be tested for these more interactive forms of animations :  having a better
 understanding of how to create animations will enable people to have a better
 understanding of how they work and what they are trying to convey .

 6 . 2 . 4 .  Combining external representations
 The conventions of constructing two-dimensional diagrams have largely evolved to
 be complementary to textual expositions .  In some cases it may be that text is
 indispensable for understanding the function of a particular diagram .  However fairly
 mundane factors such as spatial separation of text and diagram may significantly
 increase the computational load involved in comprehension (e . g .  Sweller ,  Chandler ,
 Tierney & Cooper ,  1990) .  In contrast ,  animations and virtual environments have
 been designed to be largely graphical ,  although they may be accompanied by spoken
 narration or verbal text .  Studies have shown that it can be more dif ficult to integrate
 written text with these kinds of graphical representation than with static diagrams .
 For example ,  response times from Rieber’s (1989) study of combining text with
 animations to represent Newton’s Laws of motion indicated that the subjects simply
 viewed the animations and then moved immediately onto the next screen of
 information without reading any of the accompanying text .  Other studies which have
 combined spoken narration with animations ,  however ,  have fared better ,  showing
 that this combination is more ef fective .  For example ,  Mayer and Anderson’s (1991)
 study of subjects’ understanding of the operation of a bicycle tyre pump ,  showed
 comprehension to be better when the information was depicted as an animation with
 concurrent narration ,  than when presented just as an animation .  Having parallel
 auditory narration could also be ef fective for virtual reality to guide users in
 exploring and interacting with the environment .  Hybrid graphical representations
 could also be developed that allow users to interact with static diagrams on a
 computer display by adding animations or conversely ,  allowing users immersed in a
 dynamic virtual reality environment to interact with static objects (e . g .  jotting notes
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 into a virtual notebook) .  The objective here ,  would be to provide support for
 dif ferent kinds of interactivity .

 6 . 2 . 5 .  Distributed graphical representations
 While we have not commented on this aspect in the paper ,  diagrams of fer the
 possibility of joint evolution of representations ,  e . g .  in idea-sketching ,  where
 planning can be facilitated using notations in any framework that suits the task .
 Here temporary conventions can be set up ,  which also has the drawback of being
 potentially unintelligible at some later date or to others .  Various shared drawing
 tools also have been developed to support collaborative sketching and designing
 (e . g .  Ishii & Kobayashi ,  1992 ;  Scrivener ,  Harris ,  Clark ,  Rockof f & Smyth ,  1992) .
 Collaborative design sessions can be recorded which ,  when played back ,  reconstruct
 the collaborative drawings as animations .  Virtual reality environments can also
 provide opportunities for virtual construction of graphical representations for users
 in geographically dispersed locations .  However ,  the value of enabling collaborative
 construction and editing of graphical representations in terms of enhancing task
 performance is only beginning to be researched .

 7 .  Overview and discussion

 A major aim of this paper was to examine the strength of claims for the value of
 advances in graphical technology for facilitating cognitive tasks .  We have seen that
 these claims are often underpinned by assumptions which have little empirical
 support and / or insuf ficient theoretical grounding .  In addition there has been little
 progress towards a framework ,  either methodological or theoretical ,  that might
 allow the designer to produce and evaluate new forms of graphical representation or
 even improve on existing ones .

 Part of our argument has been to pick over the bones of previous studies to see
 why  there has been so little progress and / or intergration despite an enormous
 volume of research .  The answer seems to be in several parts .  Firstly ,  the studies
 have been highly detailed and do not generalize .  Secondly ,  they have failed to
 produce adequate rationales for the material tested ,  making it dif ficult to determine
 what is actually being assessed .  Thirdly they make assumptions about the kinds of
 linkages between external representation and internal representation which are
 rarely articulated (cf .  the resemblance fallacy) or ,  if they are ,  may not give suf ficient
 weight to the role of the external .  Fourthly ,  articulating the links require theoretical
 analyses ,  of which those that might seem appropriate ,  are only beginning to emerge
 as theoretical developments in cognitive science (e . g .  Hutchins ,  1995) .

 Most existing accounts of how graphical representations are ef fective ,  therefore ,
 have been black box in nature—there exists a gap in terms of explaining adequately
 any cognitive processes involved .  For example the account of internal process may
 be couched in terms of ‘‘applying knowledge of content’’ but give us little about
 what kind of internal representation is mediating task performance .  Likewise ,  as we
 argued in describing the resemblance fallacy ,  making assumptions that the internal
 representation is a mental model or image-like may simply give the illusion of
 solving the processing-internal representation-external representation riddle .  But
 instead ,  the problem of explaining the value of graphical representations is shifted
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 simply from an external to an internal account .  In contrast we promote an
 alternative approach that analyses how dif ferent graphical representations work in
 terms of core ‘‘external cognition’’ processes and properties of the graphical
 representation ,  e . g .  computational of floading ,  re-representation and graphical con-
 straining .  We believe that such an enterprise is central to evolving a more adequate
 account of the cognitive benefits and mechanisms involved .

 Related to this is a further ,  critical and under-acknowledged theme ,  that of
 interactivity .  Specifying how people interact with graphical representations ,  when
 learning ,  solving problems and making inferences ,  is complex since it will involve
 not only a specification of the cognitive mechanisms alluded to above but also some
 sense of the behavioural aspects .  For example the fact that students prefer to mark
 diagrams as they work ,  the established value of cognitive traces and the dialectic
 between graphical representation production and use all point to a need to
 conceptualize graphical representations as more than passively observed ,  with
 obvious implications for design and innovation .  In turn the potential significance of
 such activity will be a function of variables such as the level of experience with the
 graphical representation and knowledge domain ,  type of task and abstractness of
 information being represented .  Many of the presumed benefits of good-old
 fashioned graphical representations (i . e .  static diagrams) were considered to be due
 to years of practice of perceptual processing of visual stimuli and the learning of
 graphical conventions .  This may help us to understand why advanced graphical
 technologies (e . g .  animations and virtual reality) have not ,  as yet been able to
 demonstrate comparable performance or learning benefits .  Similarly we have even
 less understanding of how (and if) computational of floading works in such dynamic
 environments .  There may also be contingent problems such as the fact that the
 temporal constraints of existing kinds of ‘‘passive’’ animations and ‘‘immersed’’
 virtual reality may only allow for shallow processing of information (e . g .  Philips ,
 1986 ;  Palmiter ,  Elkerton & Baggett 1991) ,  thereby preventing them from having the
 equivalent computational benefits that static diagrams of fer .

 In sum ,  we propose a new agenda for research into graphical representations that
 is based on an analysis of interactivity and ,  thus ,  considers the relationship between
 dif ferent external and internal representations .  Such an approach should help us to
 better understand ,  design and select graphical representations—be they ‘‘old
 fashioned’’ or technologically advanced—which are appropriate for the learning
 environment ,  problem-solving task or entertainment activity in question .
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