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ABSTRACT

This paper analyzes the initial phases of a large-scale custom

software effort, the Worm Community System (WCS), a coll-

aborative system designed for a geographically dispersed

community of geneticists. Despite high user satisfaction with

the system and interface, and extensive user feedback and

analysis, many users experienced difficulties in signing on

and use, ranging from simple lack of resources to complex

organizational and intellectual trade-offs. Using Bateson’s

levels of learning, we characterize these as levels of infra-

structural complexity which challenge both users and devel-

opers. Usage problems may result from different perceptions

of this complexity in different organizational contexts.
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ETHNOGRAPHY IN SYSTEMS DESIGN

“What can be studied is always a relationship or an infinite

regress of relationships. Never a ‘thing. ‘“ —Gregory Bateson

What is infrastructure? Common metaphors present it as a

substrate: something upon which something else “runs” or

“operates: such as a system of railroad tracks upon which

rail cars run. Infrastmcture in this image is something built

and maintained, sinking then into an i~visible back~onnd.

Such a metaphor is neither useful nor accurate. Following
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Jewett and Kling [19], we hold that infrastructure is funda-

mentally and always a relation, never a thing. This can be

seen via what Bowker [4] calls an “infrastructural inver-

sion”: a figure-ground gestalt shift in studies of large scale

technological change [17,18]. This inversion de-emphasizes

things or people as the only causes of change, and focuses on

infrastructural relations (e.g. between railroads, timetables,

and management structures in bureaucracies). It inverts tra-

ditional historical explanations and reveals how choices and

polities embedded in such systems become articulated com-

ponents. Substrate becomes substance.

Traditional methodologies for systems development and

deployment are often based on a set of rationalistic or

“mechanistic” ideas about artifacts and infrastructure. They

assume that tasks to be automated are well-structured, the

domain well-understood, and that system requirements can

be determined by formal, apriori needs-assessment. Carefid

adherence to methodologies will lead to system acceptance

and success; failure can be traced to ineffective organiza-

tional champions or willful user non-compliance — witness

the many pages MIS textbooks devote to techniques for

overcoming “user resistance.” 1 Infrastructure forms at best a

passive substrate, usually discussed as physical artifacts, e.g.

a network for linking computers. This formal, linear

approach to systems development and deployment is exem-

plified by the “waterfall” or “life-cycle” models taught in

software engineering courses, where phases neatly align, or

spawn off smaller versions. AU work can be observed and

routinized, all information codified. Users are sources of

requirements, and eventually become systems recipients.

These methodologies form complex mythologies of systems

development and use in “real-world” domains. Their ratio-

nalistic assumptions have been challenged since the late

1. There is an analogy here with medicine, viz. studies of

“patient compliance” which overlook the infrastrnctnral

and political features of medicine itself.
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1970’s by carefid empirical analyses, which repeatedly dem-

onstrated that even “simple” and “well-detined” tasks could

only be understood as part of complex organizational con-

texts [11, 21]. Participatory design approaches emphasized

the complex, embedded and historical nature of usage and

adoption e.g., [14]. Techniques from approaches such as

hermeneutics shed new light on the characteristics of organi-

zational communication and various forms of media [3].

The foundation of these emerging models is relational: no

artifact, computer-based or otherwise, is a discrete entity, a

standalone thing. Its development and use are defined by

complex relationships. Recent collaborations building on

these ideas link members of traditional “technical” disci-

plines, such as computer science, with social scientists.

Goals include: how to develop technologies to support com-

plex knowledge work characterized by ambiguity,

incomplete information, and collaboration by diverse indi-

viduals [33, 13, 16,27, 15]; how to analyze the design pro-

cess (cj. [9, 10, 12, 20]); and the nature of technological

impacts (e.g. the emergence of e-mail and organizational

cmnnmnications systems, cyf [7, 8,31,26, 34]).

We develop aspects of these several models by examining

system integration into a complex environment for kuowl-

edge work. We start with an infrastructurai relation: difficul-

ties encountered by scientists trying to “hook up” or “sign

on” to a system designed to support their work. We see these

problems not in terms of “user resistance” or “system suc-

cess/failure.” Rather, they are organizational and learning

challenges, as Gregory Bateson characterized leaning, mes-

sages and problems. He proposed three levels of conceptual

complexity [1]. Problems become intractable when a “dou-

ble bind” arises, as when different groups involved in system

development or use address issues at incommensurate con-

ceptual levels, leading to communication and usage failures.

THE WORM COMMUNITY SYSTEM (WCS)

The Worm Community System (WCS) is a customized piece

of software for biologists studying the genetics, behavior and

biology of c.elegans, a tiny nematode [25, 29]. It is of the

genre ofs ystems being developed for collaborative scientific

work (“Collaboratories”), and involves geographically dis-

persed researchers. WCS is a distributed “hyperlibrary~’
affording informal aud formal communication and data

access across many sites. It incorporates graphics of the

organism’s physical structure, a genetic map, formal and

informal research annotations (including a quarterly newslet-

ter, the WZWWIBreeder k Gazeue), directories, a thesaurus,

and a database, acedb. Much of the system is hypertext-

linked. It was developed with the close cooperation of sev-

eral biologists; user feedback and requests were incorporated

into thes ystem over a period of several years.

The community consists of about 1400 scientists in over 100

laboratories. They are close-knit, considered extremely

friendly; until recently, most people were first or second

“generation” students of the field’s founders. Recently, c.ele-

gans was chosen as the “model organism” for the Human

Genome Initiative, said to be the largest scientific project in

history. Senior biologists hoped that WCS would help main-

tain intimacy in the face of increasing size and visibility.

Th work of c.elegans biologists can most succinctly be cap-

tured by the notion of solving a jigsaw puzzle in four dimen-

sions, across considerable geographical distance. The data

are structured heterogeneously and must be mapped across

fields; for example, a behavioral disorder linked with one

gene must be triangulated with information from corre-

sponding clone DNA fragments. Labs working on a particu-

lar problem, e.g. sperm production, are in frequent contact

with each other by phone, FAX, conferences, and email.

The worm itself is remarkable both as an organism, and as a

component of a complex pattern of information transfer inte-

gral to the biologists’ work. It is microscopic and transparent

(thus easier to work with than opaque creatures such as

humans !). It is a hardy creature, and may be frozen, mailed

to other labs via UPS, thawed out, and retrieved live for

observation. Worms and parts of worms travel from one lab

to another as researchers share specimens.Worm strains with

particular characteristics, such as a mutation, maybe mailed

from a central Stock Center to labs requesting specimens.

Tracking the location and characteristics of organisms thus is

au important part of information work.

Computing use and sophistication in the labs varies widely.

In labs most active in trying out WCS, there are 1–2 active,

routine users. In many, computing is confined to email, word

processing or the preparation of graphics for slides. In most

labs one “computer person,” often a student, is in charge of

new programs and databases to track information.

We worked with the system developers on the project as eth-

nographers, analyzing WCS and other computing use, rou-

tine lab work and information-sharing, careers, competition

and collaboration. We did semi-structured interviews and

observations at 25 labs with more than 100 biologists over

the last three years,2and fed back to developers both specific

suggestions (“so-and-so found a bug”) and general observa-
tions (“such-and-such would violate community norms”),

many of which were incorporated into development.

Most respondents liked the system, praising its ease of use

and its understanding of the problem domain. On the other

hand, most have not signed on; many have chosen instead to

use Gopher and other simpler net utilities with less technical

2. Names have been changed to respect anonymity.
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functionality. Obviously, this is a problem of some concern

to us ass ystem developers and evaluators. Despite good user

feedback and user partic@ation in the systim development,

there were unforeseen, complex challenges to usage involv-

ing injw.structural and organizational relatwnships. We

examine this phenomenon closely in the following analysis.

SIGNING ON AND HOOKING UP

One classic CSCW typology distinguishes tasks as synchro-

nous/asynchronous; proximatdlong distance; and dedicated

user groups vs. distributed, fluctuating groups [6]. This was

useful for characterizing emerging technologies; however, it

offers no assistance in analyzing the difficulties of imple-

mentation, or with integration into a particular group or cOm-

munity, as Schmidt and Barmen [30] cogently discuss. It also

does not deal with the relational aspects of computing infra-

structure and work, either real time “articulation work” or

aspects of longer-term, asynchronous production tasks. We

encountered many such issues in the worm community in

their process of “signing on” and “hooking up”- tasks

related to finding out about the system, installing and learni-

ng it.

Consider the set of tasks associated with getting the system

up and running. WCS currently runs on a Sun Workstation,

or remotely on a Mac over the NSFnet, or, with less func-

tionality, remotely on a PC (a stand-alone Macintosh version

is in progress). Setup includes buying an appropriate com-

puteu identifying and buying the right windows-based inter-

face; using communications protocols such as telnet and ftp;

and locating the remote address where you “get” or operate

the system. Each of these means that people trained in biol-

ogy must squire skills taken for granted by systems devel-

opers, whose interpersonal and organizational networks help

‘ them obtain necessary technical information, and who also

possess a wealth of tacit knowledge about systems, software,

and configurations. For instance, identifying which version

of X Windows to use means understanding the X Windows

class of software, installing it, audconlignring it with the

immediate or remote link. “Downloading the system via ftp”

means understanding tile transfer protocols across the net,

and knowing which issue of the Worm Breeders Gazette lists

the appropriate electronic address and knowing how ftp and

X Windows work together.

These common issues of shopping, configuration, and instal-

lation are faced in some degree by all users of computing.

But solving these “shopping” and informational issues will

not always suffice to get work done smoothly. For instance,

deciding to buy a SPARC station and run it on a campus

which has standardized itself on DOS machines may bring
you into conflict with the local cmmputer center, and their

attempts to limit the sorts of machines they will service. Or

there may be enough money to buy the computer, but not

enough to support training for all lab staffi in the long term,

this disparity may create inequities of usage and data access.

And so on.

In the case of WCS, we discovered many such instances.

Because they are common to many sorts of system develop-

ment efforts and types of users, all are interesting for the

design of collaborative systems. With the advent of very

large scale systems such as the US National Information

Infrastructure, they become pressing questions of equity and

justice, as well as organizational efficiency.

LEVELS OF COMMUNICATION AND DISCONTINUITIES
IN HIERARCHIES OF INFORMATION

Bateson [1], following Russell and Whitehead, distinguishes

three levels of cmmmmication.3 At the first level are straight-

forward statements about Newtonian reality, i.e. “the cat is

on the mat.” A discontinuous shift in context occurs as the

statement’s object is changed to “I was lying when I said ‘the

cat is on the mat’.” This second level statement tells you

nothing about the location of the cat, but only something

about the reliability of the first level statement. A shift to the

third level would involve a meta-messageplacing the state-

ment “I was lying ....” within a broader context which may

also change the mode, making the message humorous, meta-

phorical, etc. Bateson says there is a gulf between context (or

metamessage) and message “which is of the same natnre as

the gulf between a thing and the word or sign which stands

for it, or between the members of a class and the name of the

class... context ckzssijes the message, but can never meet it

on equal terms.” (p. 249)

Theorizing this gulf, Bateson and others went on to classify

levels of learning with similar distinctions and discontinui-

ties. There is a first and second order difference in learning

something and learning about learning something; the differ-

ence between using a tool and learning to choose among cat-

egories of tool. Between second and third are the even more

abst.met differences of learning to choose among categories,

and learning that there are theories of categorization itself.

As the epigraph to this paper indicates, of course the regress

upwards is potentially infinite. For our purposes here, how-

ever, we identif y here three levels of issues that appear in the

process of signing on and hooking up, and discuss each with

respect to the worm community and WCS. As with Bate-

son’s levels of communication and learning, the issues

become less straight forwardly Newtonian or materiaJ as you

move up. This is not an idealization process (i.e. they are not

3. He also discusses “zero learning: an a-contextual signal
or stimulus, “the immediate base of all those acts (simple

and complex) which are not subject to correction by trial

and error” (p. 287; generally, pp. 279ff)
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less material and more “mental”), nor even essentially one of

scope (some widespread issues may be first-level), but rather

questions of context.

Level One are issues which may be solved with a redistribu-

tion or increase of extant resources, including information.

Examples would be answers to questions such as: What is

the email address of WCS? How do I hook up my SPARC

station to the campus network? Rationalistic approaches

rarely move beyond this level; resource-related solutions,

however, may be embedded in more complex second level

issues, discussed below. Level ‘1’kvoare issues which result

from unforeseen or unknowable contextual effects, perhaps

from the interaction of two or more iirst-level issues. An

example here is given above: what are the consequences of

my choosing Sun instead of Mac, if my whole department

uses Mats? If I invest my resources in learning WCS, are

there other more useful programs I am neglecting? Again,

these issues may form a component of more complex discus-

sions taking place on the next level. Level Three issues are

inherently political (broadly speaking); they involve perma-

nent y disputed problems whose resolution is contingent

upon social or cultural norms. These would include which

aspects of genetics are emphasized in system graphics? Is

competition or cooperation more important in privacy con-

cerns? Complexity or ease of use more important in interface

design? Such questions may arise from an interaction of

other issues, such as trade-offs between platform choice,

sophistication and training ease.

In this sense, infrastructure is context for both communica-

tion and learning within the web of computing [21]. That is,

computers, people and tasks have some systemic properties

which jointly contribute to message effectiveness. Bateson

notes: “The separation between contexts and orders of learn-

ing is only an artifact... maintained by saying that the con-

texts have location outside the physical individual, while the

orders of learning are located inside. But in the communica-

tional world, this dichotomy is irrelevant and” meaning-

less. ..the characteristics of the system are in no way

dependent upon any boundary lines which we may super-

pose upon the communicational map.’’(p. 251)

Information infrastructure is not a substrate which carries

information on it, or in it, in a kind of mind-body dichotomy.

The discontinuities are not between system and person, or
technology and organization, but rather between contexts.

Here we echo much recent work in the sociology of technol-

ogy and science which refuses a “great divide” between

nature and artifice, human and non-human, technology and

society.

What constitutes the dichotomies has the same conceptual

importance for the information infrastructure that Bateson’s

work on the double bind had for the psychology of schizo-

phrenia. If we, in the CSCW implementation process, are

effectively building conflicting messagings ystems which do

not recognize the discontinuous nature of the different levels

of context, we end up making work itself impossible in a

manner precisely analogous to schizophrenegensis.

Firet Level Ieeuee

The first level issues in this setting center around the installa-

tion and use of WCS, and include finding out about it, figur-

ing out how to install it, and making different pieces of

software work together.

Informational Issues. Potential users need to find out about

the system, and need to determine the requirements for its

installation and use. “Shopping” involves decisions about

hardware and software, and may also involve agreements

with other departments to share resources or funding; atone

major lab, the “worm” people have WCS loaded onto a

server owned by the “plant” people on the floor above them.

This may also have its drawbacks: “The WCS and acedb are

really on a machine upstairs, it belongs to the plant genome

project people . . . . We can only use it evenings, week-

ends.”( 1:9:3, Brad Thomas, PD); “You can access acedb

dwough the Suns downstairs, but it’s not convenient. You can

only do it after hours. People just won’t use it.”(1 :4.1, Eliot

Red, PD, p. 17)

Issues of Physical Access. In some labs, physical access is a
critical issue. WCS may be located in an overcrowded and
noisy room, it maybe stuck into the comer of a lounge, it may
be on a different floor of the building rdtogether. Recall
above, according to their deal with the “plant” people, the
“worm” people may only use WCS in the evening or on
weekends. In many cases, systems use was anything but
physically convenient “Our computing is good compared to
other labs. I fiished up a Ph.D. at UCLA, they had one VAX,
some PCs, you had to walk to another building to use the
VAX. ” (1:9:3, Brad Thomas, PD, p. 4)

When asked whether, in a future system, it would be desir-

able to replace lab notebooks with small palmtops or digi-

tized pads, most researchers were dubious. Respondents at

one cramped lab in an urban high-rise, simply noted that

there was no place to put another computer — they did not

even have space for all the necessary lab equipment.

Baseline Skills and Computing Expertise. Computing skills

were quite unevenly distributed within the labs, and many

seemed out of date. One senior researcher was not aware that

databases were available without fixed-length fields; a PI

made category errors in discussing operating systems and

applications (equating “a Mac” and “a UNIX). In general,

PIs thought that the degree of skill was rising due to under-

graduate and graduate training, but empirically this did not

seem to be the case. Although there were certainly a few
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highly skilled people, and one or two with serious computing

skills, these were not clustered in either the graduate student

or postdoc categories. Sometimes there was a special “com-

puter person” in the lab.

Skill-related issues can be cast as an access issue just as

much as space or location. First level issues in this arena cer-

tainly include not only learning to use WCS software, but

understanding the platform on which it runs. WCS itself is

designed to be extremely user-friendly, and can be effec-

tively used without much difficulty. The typical user is a

graduate student, post-dot, or principle investigator with

enough knowledge about both domain and community to

read a genetic map and recognize the importance of the

Worm Bxwder’s Gazette. One user comments: “I just turned

it on, pushed buttons.’’(l:9:3, Ben Tunis, PS, p. 4).

In fact, most users find WCS to be fairly easy and intuitive.

The platform on which it is based, however, is not (for biolo-

gists). WCS runs under UNIX, and both the operating sys-

tem and software such as X-Windows or Suntools requires

special expertise: “UNIX will never cut it as a general oper-

ating system. Biologists wont use it, it’s for engineers.

(Someone in the lab) had a printing question, took him three

months to get something to print.”(1 :9:4, Bob Gates, GS)

Furthermore, many respondents were unclear about carrying

our other kinds of computer tasks, such as uploading and

downloading files from mainframe to terminal. This made it

difficult for them to integrate WCS use with email corre-

spondence, word processing files, and other Internet

information spaces. Training often took place in a very hap

hazard way, and depended on everything from luck to per-

sonal ties: “The person who was thes ystems administrator

until February was a good friend. Got a lot of push and shove

from him, a lot of shared ideas.”(1 :8:3, Jeff Pascal, PD, p.

71-72) No lab offered special training in computing,

although some students had taken classes at local computer

centers. Several said that they only learn “exactly enough to

suit what you have to do. ” (1:62, Carolyn Little, p. 45)

Ssoond Level Issues

Second level issues can be analytically seen either as the

result of unforeseen contextual effects, such as resistance to

UNIX in the biological cmmm.mity, or as the collision of two

or more first level issues, such as uncertainty during shop-

ping combined with lack of information about how to hook

up thes ystem.

Technical Choices and a Clash of Cultures. Shopping and

selection interact not only with training and ease-of-use

issues, but with cnknral issues within the worm community.

For example, five people independently mentioned being put

off by UNIX, usually in the context of comparing it favor-

ably with the Mac. One PI mentioned having no base of

UNIX knowledge available from the local computer center,

although he had taught himself enough to run a SPARC sta-

tion (1: 1:1, Joe White, PI, p. 5). Others express similar senti-

ments: “It’s a big problem. Biologists are Mac people, and

UNIX is an evil word. Most people are afraid of it, and

refuse to use it. “If it’s not on Mac I don’t want it. ” There are

a lot of problems getting people to use it, rather than delegate

the use of it”. (1:8:2, Harry Jackson, GS, p. 67)

Yet UNIX is the language of computer scientists who sup-

port and maintain university computing. It becomes a basic

“cultural” and training issue, Several people even had a the-

ory that there are “two types of scientists —love or hate the

computer,” and that “the only way they’ll ever do it is by

force”(l :8:3, Jeff Pascal, PD, p. 71-72). They attribute com-

puter use to “some kind of natural affinity’’(l:41, Eliot Red,

PD, p. 17).

Paradoxes of infrastructure. This second level issues refers

to the contextual effects of skill and local configurations in

relatively rich and relatively poor labs. One of the poorest

labs, for example, which was still running outdated IBM PC-

XT equipment, was actively using the system, had developed

its own databases, and tracked strain exchange with a degree

of sophistication unparalleled in the community. The richest

lab, on the other hand, which had just received a substantial

grant from the Human Genome Initiative to completely

“hook up” the entire biology infrastructure on campus, was

unable to operate the system through a combination of

bureaucratic tangles. In this lab, getting hooked up required a

little physical initiative, according to one of the graduate stu-

dents:

“NO one will put the wires in, though. It’s a huge
problem. There is a one year wait for Ethernet con-
nections. So we made a deal with the network peo-
ple that we’d run wires and they’d connect it up.
{What do you mean, the network people? Who are
they?} The deal was with network services. They
manage all the campus networks. So J_ has been
the one who has dealt with Sun, though.’’(l:92,
Steve Grenier, GS, p.100)

The PI, Linda Smith, confirms that they did, indeed, have to

string their own cables; at the time of the interview, they

were waiting on the delivery of the SPARC stations,

expected witbin the week after which she anticipates having

to spend a lot of time to “get tbe software underway”.

In contrasting these two labs, we learned that the Principal

Investigator of the poorer lab was an old crystrd radio hacker,

and loved to “play around” with software, wires, and com-

munication at a distance. He had spent hours of his spare

time designing software and learning to use the Internet,

including designing custom software for the lab. In this con-

text, the infrastrnctural limitations of the lab became inter-
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esting challenges, and disappeared under his skilled usage at

solving second level problems.

Infrastructnral issues arise in another sense as well. Only one

lab praised their local computer center; most felt that the

computer centers were uncooperative or overburdened. In

addition, they did not feel that the computer centers were

knowledgeable about, or even interested in, relevant applica-

tions packages. Institutions that have outstanding computer

support, an extremely knowledgeable and capable techni-

cians (true for at least two very technicrdly-oriented

schools), may have no interest, and offer no organizational

mechanisms, for translating that expertise to highly domain-

specific questions, applications, and issues.

“computing support s*** * at (this institution). I

called the center for help with installing WCS on the
Sun and they basically told me, find a UNIX guy,
buy him some pizza. If we have problems with the
network or programs they support, they do it. If you
didn’t buy your hardware from them, forget it. If
they don’t support your software, forget it. It’s hau-
dled on a department by department basis. Biology
has no infrastructure.’’( l:94, Bob Gates, GS, p. 3)

Who “owns” a problem or an application is locally-deter-
mined, and attribution of problem ownership makes a great
difference in individuals’ ability to get the help they need. It
may take an order of pizza, or it may take more carefully de-
veloped linkages with computer science or other on-campus
resources in order to bring expertise to bear on local prob-
lems. These issues are of especial concern to post-does look-
ing to startup their own labs with increasingly limited funds.
WCS is seen as a tool of richer labs: “Most of the upper tier
has the WCS” (1:9:4, Harry Markson, GS, p. 6). A graduate
student who wants to have his own lab one day describes
WCS in its current implementation as “a rocket” when “we
need a Model-T” (1:9:4, Marc Moreau, GS, p. 8); a post-doe
with plans to start his own lab witbin the next two years com-
plains that “half a system for everyone is better than a really
great system for just a few labs;’ and adds:

“Look, we had to hire (a computer specitist affiiat-
ed with another lab). Even the computer guys here
(two graduate students) worked on it three weeks,
and they couldn’t load the (WCS) system. Its orient-
ed to big labs.’’(l:94, Jay Emery, PD, p. 7).

He adds, “If it’s not on a Mac or IBM, it won’t get to people;’
and suggests, ‘<you need a modular system, you need to be

able to have parts of the database running on the Mac, reach
the small labs” (emphasis added).

Tensions between a Discipline in Flux and Constraints as

Resources. On a different note, what might be seen as con-
straints that could be overcome with technology may

become resources from a different perspective. We proposed

that it would be trivially easy to make The Worm Breeders

Gazette available on a continual-update basis. On the one

hand, continual updates serves the needs of a very fast-mov-

ing cmmmmity: “The faster the (WCS) update, the better. . . .

You do it though the Gazette, you contribute regularly.

You’re competing (with other labs) on the same

gene.’’(l:93, Brad Thomas, PD. p. 3)

Yet other respondents objected strongly to this option, even

though they worked in the same competitive environment.

Objections centered around the utility of community-

imposed deadlines on structuring work, both in terms of

submitting and reading articles: “I would run the newsletter

exzctly how it’s run now. Just leaving it open ended is not

good. If there is infinity there is never a time to review

things. And no deadlines.” (1:1:3, GS, John Wong, p. 9);

“There is something to be said for deadlines. Even six times
a year, and it becomes background noise. (1:7:1, PI, Gordon

Jackson, p. 56). The deadline, in ethnomethodological terms,

was both constraint and resource.

Third Level Issues

Third level issues are those which have been more com-

monly identified by sociology of science as problem-solving

disputes, disputes between schools of thought, paradigms,

and such. These permeate any scientific community, as all

are interdisciplinary and heterogeneous. Third level issues

may not be immediately recognized by memkas of the com-

munity as such. Nevertheless, they have long-term implica-

tions.

Triangulation and Definition of Objects. Different lines of

work in the worm community come together in sharing

information, including genetics, molecular biology, statis-

tics, etc. One person explains, “I came from (another lab)

where I was working on frogs (1:93, Brad Thomas, PD, p.

1), Another person describes himself as “really a develop-

mental geneticist,” and adds that a few years ago, “the field

was smaller; . . . now many people are coming from outside,

from mammals, protein labs’’(l:9:4, Harry Markson, GS, p.

5). Many people move into the worm community from other

areas after graduate school. Differences may fall along the

classical lines of organismal biology vs. molecular or genetic

research “I am more of a wormy person. That’s true of the

community in general. Sometimes you choose a system

that’s more organismal.’’(l:49, PD/RS, Jane Sanchez, pp.

32-33)

Collaboration may take place across diseiptinary bounties:

{Are you collaborating with anyone?] “I’m collabo-
rating with people in the worm and non-worm com-
munity. Mostly immunologists in the non-worm
community, people interested in the immune sys-
tem. In the worm community, I ‘m collaborating
with (a person on another state), on (a particular
gene) .’’(l:9:4, Harry Markson, GS, p. 2)

Disciplinary origin and current area of’work affects the kinds
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of information individuals need, and the tools and data

sources with which they are familiar. Those studying the

organism for its own sake differ in their information needs

from those using it exclusively as a model organism; others,

in turn, have their own expectations for WCS data “What

you’d want is a parts list, a list of calls. . . . If it’s a neuron, its

connections with other neurons. . . . That’s for neurobiolo-

gists.’’(l:94, Harry Markson, GS, p. 5); and “You need more

options, especially for sequencing .. . . We need to work with

subsets of sequences, examine them in more detail.”(1 :9:3,

Brad Thomas, PD)

If respondents identify the system with a particular sub-line

of work and not as a general utility, there maybe barriers to

usage.

Multiple Meanings and Data Interpretation.The nature and

character of the community is changing as mom people enter

the “worm world” from other disciplines. Currently it has
between 600 and 700 members: “It’s neat that it’s exciting

now, but it’s also strange to have so many people... (1:49,

PD/RS, Jane Sanchez, pp. 32-33)

The multiple meanings or interpretations which a particnlas

communication has turns out to be important at all levels.

For example, we suggested to respondents that it might be

useful to have a “who’s working on what” directory in the

system. This seemed like a good idea to some, but we were

surprised to find that even the idea of announcing what you

are working on can be problematic, especially for postdocs

about to come onto the job market, or graduate students not

yet sure of their dissertation topic. While most did favor hav-

ing some sort of directory, or perhaps extending the address

book, some would hesitate to put in cetin kinds of informa-

tion, or wanted announcements delayed until “they had tind-

ings”:

There’s always a problem you’re going to get
scooped. You always walk a very fme line. There’s
a lot of people working on my problem. . . . if you
publish in the Gazette you can lay claim to it. People
would respect it. There have been some clashes,
some labs trying to glom on to how much they can.
It’s going to be a struggle from here on out.

It’s complex with the claim staking. That’s why you
want to get into it far enough so you can get ahead—
before you announce it. If you could preface it with
“wild speculation” (laughs) . . . well, there’s a lot of
times those can have a big payoff. But then again if
five people jump on it, and in the meantime you’re
scooped... that’s not so good! (1:8:1, GS, Mike
Jones, p. 62)

So even a simple directory can be a signal, a revelation, or a
flag, and the timing of disclosure of the problem can be

important. Similarly, the meanings carried by the different

communication channels are important. “You can be wrong

with no stigma” in the newsletter, pointed out one gradnate

student, but actually “broadcasting” something over the sys-

tem would be another matter altogether, and much more

scary. One PI, trdking about a graduate student who was just

beginning to use WCS for annotations, explained

“People are reluctant to do annotations. . . . It’s the
fear of putting yourself on the line. Making a com-
mitment to what you’re doing. It means being wrong
in the eyes of yous colleagues. “(l: 1:1, Joe White,
PI, p.6)

One postdoc suggested the implementation of a personal lev-
el and a public level of annotation (1:9:3, Brad Thomas, PD,
p. 3); another PI, however, became angry at this idea. From

his perspective, local annotation would work directly against
WCS’s commitment to community-wide sharing of informa-
tion and turn WCS into a local tool.

Trust and reliability of information is a concern for scien-

tists: articles in the Gazette, annotations, etc., have well-

developed conventions about data quality, undeveloped as

yet for electronic media. There are sometimes no clear-cut

“answers” to questions, especially in a community populated

with multiple viewpoints. In generrd, “there is no right or

wrong, .. . you have to reach consensus on things, you have

to look at labs, which labs you trust more’’(l:93, Brad Tho-

mas, PD, p. 4). One of the scientists suggested some sort of

screen upon booting up, with “some sort of caveat about cita-

tions. ” (p. 7) He notes wryly that people will cite you as a

foil when you’ve said something incorrect in any event, how-

ever, and that there’s no way to prevent this. All these

instances of data meaning different things under different

circumstances —who notifies whom and when, what medium

is used, who makes an annotation, or why a particular cita-

tion is and isn’t included-require knowledge of the commu-

nity that is not captured in any formal system.

Network Externalities and Electronic Participation. The

notion of externalities originates in economics and urban

planning; a ciq may be said to afford “positive externalities”

of cultural resources. For an artist, New York’s externalities

outweigh those available in Champaign; Illinois, although

other amenities such as cost of housing and safety may be

greater in the latter. A network externality means that the

more actors actively participate in a system or network, the

greater the potential, emergent resources for any given indi-

vidual. Externalities may be negative in that eventually, not

being “hooked up” may make it impossible to participate

effectively within a given wmmnnit y of work or discourse.4

For instance, the telephone network became a negative

externality for those businesses without telephones some-

4. This is distinct from the notion of “critical mass, “which
focuses on the number of subscribershwrs at which system

use becomes viable.

259



time in the early 20th century; electronic mail has recently

acquired a similar status in the academic world. For some

purposes, standards (as in information standards) form

important aspects of network externalities - i.e., users of

non-standard computing systems are at a disadvantage as

network externalities become intertwined with particular

operating systems and data interchange protocols.

One goal of the system is democratization of information —

the facilitation of access to critical data through a uniform

interface. Yet the more central WCS becomes to the commu-

nity either as a whole, or as defined by key labs, the more

those who cannot sign on along with the others will suffer.

The “politics of reinforcement” suggest that rich labs –

either in terms of extant computing infrastructure or in their

ability to procure it using internal resources — will get richer

as network externalities become more dense [22]. This issue

may be receding in importance as alternatives to WCS

emerge via data available at ftp sites and through gophers;

much of the information available via WCS can now be

“pulled from the net.” Nevertheless, WCS is superior in its

possibilities for graphical representation, and some forms of

data analysis need such tools.

Issues of participation abound. For instance, a key repository

is the genetic map, which represents the relative positions of

genes on the chromosomes; another is the physical map,

which represents cloned fragments of worm DNA and how

they overlap to form the chromosomes [29].

There’s a time problem. You want experts doing
this, but you want to do your own stuff, you don’t
want to maintain a database. If you want this to serve
a global community, you have to get the data prop-
erly defined. (1:9:3, Brad Thomas, PD, p. 4)

There are data that should be on the (physical) map,
but they are buried in labs all over the world...
When it was fragmented, people sent in clones. Now
it’s fdled in, more coherent. The need to communi-
cate back broke down. There used to be a dialogue,
now there’s a monologue. They don’t bother telling
Cambridge they’ve cloned genes. . . . With the genet-
ic map there’s still dialogue. (1:9:3, Ben Tunis, PS,
p. 5)

Some of this is an issue of time; two attempts at an electronic

bulletin board “died out within two weeks ‘due to lack of

contributions” (1:9:4, Bob Gates, GS, p. 3). Annotation and
updating takes work, and “it’s not of immediate

profit’’(l:95, Sara Wu, PD, p. 6). Competition is also a fac-

tor. Someone who overheard the question on dialogue break-

down contributed the following comment “Yeah, like (one

very well-known) lab, . . . not sending in a note (on y)). And

(another well-known) lab, they don’t publish things when

(they) are close to a gene they’re working on”. (1:9:3, Kyle

Jordan, PD, p. 5). A graduate student in the same lab echoes

a similar view of data-sharing: “The people who really need

to know already know.’’(l:9:4, Bob Gates, GS, p. 3)

WCS does not maintain the databases or publications fea-

tured in these discussions, but it does provide uniform access

and an easy-to-use interface to them (once the system is up

and running). It derives a significant part of its own value

from community participation in their upkeep and mainte-

nance. Without community commitment to the maintenance

and upkeep up these materials, WCS has neither value nor

legitimacy as a system that fosters either communication or

collaboration.

Tool Building and the Reward Structure. Finally, the role of

tool building and tool maintenance may be undergoing a

shift as computer-based tools become more prevalent. The

tension between traditional notions of work and tool-build-

ing, and new opportunities for the same, have already been

observed in at least one other academic community [28].

Many of the people interviewed could list a number of tools

(from techniques, to compilations of targeted information, to

analysis software) that they would like to see added or per-

fected. One person was there in the early days of acedb and

says he stall contributes, sending e-mail about bugs and sug-

gestions for graphics. Others construct local tools, such as

annotated gene lists (a project carried out part-time over the

course of a year), using data from WCS. Yet another person,

mentioned above, is teaming up with a computer scientist to

develop tools for data visualization. The difficulty is that

there are no clear rewards for this kind of work, except for

the conbibutions the tool makes to one’s own work. The

biologist working with tbe computer scientist doesn’t get any

“credit” for this within his own discipline (he anticipates

having tenure by the time this project begins). As one post-

doc put it, a comment appropriate for both sides, “... there

are a hundred things that are useful, but you don’t get a

Ph.D. for it’’(l:9:4, Jay Emery, PD. p. 8).

DOUBLE BINDS: THE ELECTRONIC TRANSCONTEX-
TUAL SYNDROME

“Double bind theory is concerned with the experien-
tial component in the genesis of tangles in the rules
or premises of habit. 1... assert that experienced
breaches in the weave of contextual structure are in
fact’ double binds’ and must necessarily (if they con-
tribute at all to the hierarchic processes of learning
and adaptation) promote what I am calling transcon-

textual syndrome.” [1], p.2765

Until now we have simply followed Bateson’s typology for

learning in categorizing infrastructnral barriers and chal-

lenges. Bateson’s levels of learning originated in communi-

cation theory and cybernetics. The formal statement of the

5. Quotes here taken fmm [1], unless otherwise noted.
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problem is expressed logically, following Russell and White-

head. In ‘The Logical Categories of Learning and Commu-

nication” (pp. 279-308), he notes that a category error such

as confhsing the name of a class and a member of that class

will create a logical paradox. In the world of pure logic, this

appears as a fatal error, because such logical systems seem to

exist outside of time and space. In the real world, particuh-u-ly

the behavioral world, however, time is an important factor.

When a paradox of this form appears, people cope with it as

best they can by working within multiple frameworks or

“world views,” maintained serially or in parallel.

We have adapted Bateson’s levels of communication and

learning below as a theory of learning and organizational

change, emphasizing the complexity of infrastructural rela-

tions and communication in organizations and between

designers and users [51. Zero learning is a kind of primitive

stimulus-response. Learning 1 is change in the specificity of

response, and places the stimulus within a particular, broader

context; it implies the ability to assume a repeatable context.

We use it to address instances of people learning about the

system, such as how to access it. Learning 2 is change in the

process of Learning l(context broadened to include choices

about alternatives); “learning to learn” here means involving

the recognition of contextual patterns of discontinuities. We

apply this to cases where two forms of Learning 1 “collide,”

requiring an awareness of the next contextual level for reso-

lution. Finally, Learning 3 is “a change in the system of sets

of alternatives from which the choice is made” (p. 293) or

learning “to perceive and act in terms of the contexts of con-

texts” (p. 304). In the case of WCS, Learning 3 addresses

issues that cross organizational and disciplinary boundaries,

and may involve paradigmatic disputes.

Bateson’s famous theory of the “double bind” in schizophre-

nia extends the idea of the specificity of communicative lev-

els to the family as a communicative system. The double

bind is an instance of what he calls the “trauscontextual syn-

drome,” and may be answered with either schizophrenia or

creativity. The syndrome occurs when a message is given at

more than one level simuhaneousl y, or an answer is simuha-

neousl y demanded at a higher level and negated on a lower

one. In the family-schizophrenia scenarios he uses, the par-

ent may say, for instance, “go get your coat, it’s cold out-

side,” while closing the door to the cloakroom and standing

in front of it. Attempts to point to the contradiction are met

with denial, “of course I want you to get your coac didn’t I

say so?” These double-binds occur in organizational con-
texts as well; middle managers in rapidly-changing environ-

ments, for instance, are frequently caught between the goals

and expectations articulated by senior management and their

actions with respect to budget allocation and performance

evaluation [23]. Bateson notes: “There maybe incongruence

or conliict between context and metacontext.” (p.245)

Over time, schizophrenia may result, where the child insists

on seeing the literal level and ignoting context, or

inappropriate y seeing context literally. The often-noted

poetry in schizophrenic language is a result of this refusal–

good poets deliberately play with transcontextual double

entendres. Formally, this ignores or transgresses the gulf

between message and metamessage.

People attempting to hookup to complex electronic informa-

tion systems may encounter a similar gulf, The rhetofic sur-

rounding “hooking up” to complex systems, including the

Interneg makes “signing on” sound remarkably straightfor-

ward, totally Level One. Why, then, do so many problems

arise, and how can we characterize them? We identify below

several infrastructural transcontextual syndrome.

1. The gap between designers and users. What is simple for

one group is not for the other, so what from the point of view

of designers appears to be a Level One message contains a

double bind within it for users. For instance, when asked

about getting onto thes ystem, designers of WCS might say,

“Just throw up X Windows and ftp the file down.” The tone

of the message is clearly Level One, but for the relatively

naive user, it is the functional equivalent of the parent block-

ing the cloakroom door What is an “X Window,’’and where

do I get it; what does it mean to ftp a file down? Even more

experienced users need tQ know what password to use (they

vary) when obtaining a fde via ftp, or need to know how to

find this out. A Level One instruction becomes a complex set

of Level Two questions, closely related to the user’s own

level of expertise.

Another part of this type of double-bind is an infinite regress

of barriers to tiding out about complex electronic informa-

tion systems. If you don’t know already, it’s hard to know

how to find out, and it isn’t always clear how to abstract

knowledge from one system to another. There is no single

book that can tell you from scratch; the only way in is to

switch contexts altogether and work more closely with

designers. This may account for the power of the participa-

tory design, in which designer and users work together to

develop a shared context. It may simultaneously account for

the difficulty of explaining or popularizing the model outside

of Scandimvia, the working context of which differs greatly

from elsewhere.

2. The gap inherent in discuwions within the worm commu-

nity. Within the worm community itself there exists a Level
Two/Level Three double bind. Just as Level One statements

can engender Level Two questions, so Level Two discus-

sions can open up issues at the third level. Discussions about

package or platform choice among some members of the

community become discussions about resource allocation,
data interpretation, and network externalities. Take, again,

the case of “ftping a file down.”A discussion of learning
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about ftp, about alternatives such as gophers, etc., moves to

questions of access across labs, of database maintenance and

data reliability, and of norms and standards within the com-

munity for contributions to the database.

These issues are particularly poignant ones for “older” mem-

bers of a fairly new community, who recognize that technical

choices and decisions made at the second level —evaluations

of the options for responding to Level One signals —have the

ability to dramatically affect third level issues. In the worm

community, the concerns involve changes in the composition

of the community as “outsiders” join, and what this means

for data interpretation and tool construction. The concerns

also center around the multiple roles that research on the

organism plays: end in and of itself vs. model organism for

the Human Genome Initiative. Tools aimed at Level Two

problems affect deeply the options open to the discipline

when addressing Level Three questions and setting broad

conceptual directions, often in contradictory ways.

3. The gap between routines and rapidly-growing injhstruc-

ture. The seeming paradox of why many of our respondents

chose to use Gopher and other simpler, public-access sys-

tems rather than WCS involves another sort of double bind.

To take on board the custom-designed, massively convenient

and powerful WCS is to suffer a massive inconvenience at

another level — the meeting of work habits, computer use,

and lab resources. With respect to computer use, scientists

are very busy pople. Simpler, less powerful systems maybe

picked up more quickly and interfere less with other work

habits than those which require substantial investment in

changing habits and infrastructure. Similarly, less expensive

options (such as those available via the Internet), while less

complete or less elegant (especially in terms of supporting

graphical data presentation), may be far less disruptive of

resource allocation patterns. Gophers can be accessed from

the terminals and comections supplied by most campus

computing facilities; workstations must be purchased spe-

cially by the lab. Intemet computer support is supplied by

most academic institutions; support for WCS must be
acquired at the expense of other lab personnel.

From one perspective, WCS fits scientific information needs:

links between disparate pieces, graphical representations,

layers of detail, etc. But within the larger context of infra-

structure, it may conflict. Science is an integrative domain.

The construction of WCS, while it integrates a large number

of materials, does so in a very customized fashion. Lab note-

books, by way of contrast, are extremely open and integra-

tive documents. At the same time, computing infrastructures,

including gophers, ftp sites, etc., while still “primitive,” fit

more closely with this integrative model.

We encountered a persistent idea among respondents that

they were “just about to” be hooked up with the system, and

that the barriers to hooking up were in effect trivial. Some-

times this even caused them to say that there were using the

system, whereas observations and interviews in fact showed

that they were not. For instance, when trying to find a site to

observe in a large city with several universities and several

labs listed as user sites, one of the authors spent rdmost a

week tracking down people who were actually using the sys-

tem. No one she talked with was using it, but each person

knew of someone else in another lab who supposedly was.

After following all leads, she concluded that no one was

really using thes ystem, though they all “meant to,” and fig-

ured that it would be available “any day now.”

This is not difficult to observe ethnographically, but presents

a real difficulty in administering surveys about use and

needs. It is also a good example of a response to a double

bind. It is clear that this representation is not mendacious,

but a common discounting of what seem, from a distance, to

be trivial “plug” difficulties. The above observations of the

difficulties associated with hooking up and getting started,

coupled with infrastructural limitations would suggest that

these issues are not trivial at all. In fact, these issues turn out

to be lethal as they become both chronic and ubiquitous in

the system as a whole.

4. Double levels of language in design dnd use. Finally, there

may be double binds in those aspects of the system which

are self-contradictory, between formrd system properties and

informal cultural practices. The language of design centers

around technical capacity; the language of use around effec-

tiveness. Robinson [27] notes that for CSCW systems, only

applications which simultaneously serve both the formal,

computational level and the informal, workplace/cultural

level are successful. Gasser[11] similarly identified a variety

of “workarounds” developed to overcome the rigidity of a

transaction processing system; Star and Gerson [32] showed

that users of an insurance claims processing system devel-

oped elaborate informal procedures for workarounds.

These problems/solutions can be expressed as evidence of a

double bind. The “message” of the designer focused on the

technical representation of a particular set of data (i.e., cus-

tomer records), and the efficiency of processing them to

meet a particular goal (i.e. claims processing). The “interpre-

tation” of the user focused on the need to mediate between

conflicting viewpoints (i.e., doctors vs. representatives for

large customer groups), and the need to develop effective

worlctlow. Orlikowski discusses more narrowly the concep-

tualization of software design methodologies and tools as

languages [24] and, together with Beath, examines the con-

sequences of non-shared languages or superficial user partic-

ipation in [2]. This double-bind is captured in the discussion

of the Mac vs. UNIX, and what it means in terms of a clash

of cultures between biologists and computer scientists. On

one level a discussion about operating systems, on another it
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is representative of two world views and sets of values with

respect to the relationship between technology and work,

and the relationship between the tool and user.

Addressing Double Binds and the Role of Multi-Disciplin-
ary Development Teams

Having identified different instances of double-binds, we are

left with the problem of identifying a set of solutions or rec-

ommendations. One of the key difficulties in resolving dou-

ble binds is recognizing them in the first place: individuals

involved in the situation itself may not be able to identify

instances of this transcontextnal syndrome. The other key

difficulty, once this kind of double bind is identified, is in

articulating it in a way in which the other party will recog-

nize or accept. Recall the coatroom example above, in which

pointing out the incompatibility in messages met with denial;

similarly, a parent might reject affectionate behavior on the

part of the child, then, when the child withdraws, accuse the

child of not loving the parent. The child has no capacity for

analyzing and correcting this inconsistency.6

A computing-related analogue would be the denial on the

part of developers or system administrators that technical

difficulties really mask higher-order conceptual problems

centered around work practices and community standards,

and a failure on the part of users to recognize the complexity

of their work domains, their hidden assumptions, and the

various motivations of the stake holders involved. If we

expect designers to learn about the formal and informal

aspects of the user domain, to learn to “speak their lan-

guage;’ we must ask users to meet designers “halfway” by

learning their language and developing an understanding of

the design domain. If designers are at fault for assuming that

all user requirements can be formally captured and codified,
users are often equally at fault for expecting “magic bul-

lets” —technical systems that will solve social or organiza-

tional problems.

The “fault” really lies in neither camp, but in the general

misunderstanding of the nature of miscommunication and

the double-binds of information, context and meaning. The

emergence of multi-disciplinary development teams may

help to alleviate aspects of the transcontextnal syndrome

identified above, with ethnographers helping users and

designers bridge the contextual divide. “You can ftp that

from such-and-such a site” might well give way to “I can
give you the ftp ad&ess, but the kind of data you’ll get won’t

be detailed enough for what you want to do with it,” By shar-

ing an understanding of both the formal, computational level

(traditionally the domain of the computer programming and

6. This example is anatyzed in more detail in [1], pp. 217–

218; see pp. 212-221 for further examples.

systems analyst) and the informal level of workplace culture,

double binds may be more easily identified and resolved as

all members of the team learn to correctly identify the vari-

ous orders or levels to which a message might belong,
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